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## icon 2:1 Binary search trees are an excellent data structure to implement associa- tive arrays, maps, sets, a…

Codings:

● Data Structure

Content:

Binary search trees are an excellent data structure to implement associa- tive arrays, maps, sets, and similar interfaces.

## icon 2:2 The main difficulty, as dis- cussed in last lecture, is that they are efficient only when they are b…

Codings:

● ->  
● Problem

Content:

The main difficulty, as dis- cussed in last lecture, is that they are efficient only when they are balanced.

## icon 2:3 Straightforward sequences of insertions can lead to highly unbalanced trees with poor asymptotic com…

Codings:

● Description

Content:

Straightforward sequences of insertions can lead to highly unbalanced trees with poor asymptotic complexity and unacceptable practical efficiency.

## icon 2:4 For example, if we insert n elements with keys that are in strictly increasing or decreasing order,…

Codings:

● Example

Content:

For example, if we insert n elements with keys that are in strictly increasing or decreasing order, the complexity will be O(n2).

## icon 2:5 On the other hand, if we can keep the height to O(log(n)), as it is for a perfectly balanced tree, t…

Codings:

● Proposal

Content:

On the other hand, if we can keep the height to O(log(n)), as it is for a perfectly balanced tree, then the commplexity is bounded by O(n ∗ log(n)).

## icon 2:6 The solution is to dynamically rebalance the search tree during insert or search operations.

Codings:

● ->  
● In vivo term introduction  
● Solution

Content:

The solution is to dynamically rebalance the search tree during insert or search operations.

## icon 2:7 We have to be careful not to destroy the ordering invariant of the tree while we rebalance.

Codings:

● ->  
● Description  
● Property

Content:

We have to be careful not to destroy the ordering invariant of the tree while we rebalance.

## icon 2:8 Because of the importance of bi- nary search trees, researchers have developed many different algori…

Codings:

● <->  
● Class  
● Meta

Content:

Because of the importance of bi- nary search trees, researchers have developed many different algorithms for keeping trees in balance, such as AVL trees, red/black trees, splay trees, or randomized binary search trees. They differ in the invariants they main- tain (in addition to the ordering invariant), and when and how the rebal- ancing is done.

## icon 2:9 It is named after its inventors, G.M. Adelson-Velskii and E.M. Landis, who described it in 1962.

Codings:

● ->  
● Description  
● History

Content:

It is named after its inventors, G.M. Adelson-Velskii and E.M. Landis, who described it in 1962.

## icon 2:10 Recall the ordering invariant

Codings:

● <->  
● Property  
● Review

Content:

Recall the ordering invariant

## icon 2:11 binary search trees.

Codings:

● <->  
● Data Structure  
● Related

Content:

binary search trees.

## icon 2:12 At any node with key k in a binary search tree, all keys of the elements in the left subtree are str…

Codings:

● Definition  
● Mathematic

Content:

At any node with key k in a binary search tree, all keys of the elements in the left subtree are strictly less than k, while all keys of the elements in the right subtree are strictly greater than k.

## icon 2:13 To describe AVL trees we need the concept of tree height, which we de- fine as the maximal length of…

Codings:

● <-  
● Definition  
● In vivo term introduction  
● Mathematic

Content:

To describe AVL trees we need the concept of tree height, which we de- fine as the maximal length of a path from the root to a leaf. So the empty tree has height 0, the tree with one node has height 1, a balanced tree with three nodes has height 2. If we add one more node to this last tree is will have height 3. Alternatively, we can define it recursively by saying that the empty tree has height 0, and the height of any node is one greater than the maximal height of its two children.

## icon 2:14 AVL trees maintain a height invariant (also sometimes called a balance invariant).

Codings:

● <-  
● In vivo term introduction

Content:

AVL trees maintain a height invariant (also sometimes called a balance invariant).

## icon 2:15 At any node in the tree, the heights of the left and right subtrees differs by at most 1.

Codings:

● ->  
● Definition  
● Property

Content:

At any node in the tree, the heights of the left and right subtrees differs by at most 1.

## icon 2:16 As an example, consider the following binary search tree of height 3.

Codings:

● Cartoon  
● Example

Content:

As an example, consider the following binary search tree of height 3.

## icon 2:17 If we insert a new element with a key of 14, the insertion algorithm for binary search trees without…

Codings:

● ->  
● Cartoon  
● Example  
● Operation

Content:

If we insert a new element with a key of 14, the insertion algorithm for binary search trees without rebalancing will put it to the right of 13.

## icon 2:18 Now the tree has height 4, and one path is longer than the others. However, it is easy to check that…

Codings:

● <->  
● Observation  
● State

Content:

Now the tree has height 4, and one path is longer than the others. However, it is easy to check that at each node, the height of the left and right subtrees still differ only by one.

## icon 2:19 For example, at the node with key 16, the left subtree has height 2 and the right subtree has height…

Codings:

● Cartoon  
● Observation

Content:

For example, at the node with key 16, the left subtree has height 2 and the right subtree has height 1, which still obeys our height invariant.

## icon 2:20 Now consider another insertion, this time of an element with key 15.

Codings:

● <->  
● Example  
● Operation

Content:

Now consider another insertion, this time of an element with key 15.

## icon 2:21 This is inserted to the right of the node with key 14.

Codings:

● Observation

Content:

This is inserted to the right of the node with key 14.

## icon 2:22 All is well at the node labeled 14: the left subtree has height 0 while the right subtree has height…

Codings:

● <->  
● Observation  
● State

Content:

All is well at the node labeled 14: the left subtree has height 0 while the right subtree has height 1. However, at the node labeled 13, the left subtree has height 0, while the right subtree has height 2, violating our invariant. Moreover, at the node with key 16, the left subtree has height 3 while the right subtree has height 1, also a difference of 2 and therefore an invariant violation.

## icon 2:23 We therefore have to take steps to rebalance tree.

Codings:

● Conclusion

Content:

We therefore have to take steps to rebalance tree.

## icon 2:24 We can see without too much trouble, that we can restore the height invariant if we move the node la…

Codings:

● Cartoon  
● Example  
● Proposal

Content:

We can see without too much trouble, that we can restore the height invariant if we move the node labeled 14 up and push node 13 down and to the right, resulting in the following tree.

## icon 2:25 The question is

Codings:

● <->  
● Problem

Content:

The question is

## icon 2:26 how to do this in general

Codings:

● <-

Content:

how to do this in general

## icon 2:27 In order to understand this we need a fundamental operation called a rotation, which comes in two fo…

Codings:

● In vivo term introduction

Content:

In order to understand this we need a fundamental operation called a rotation, which comes in two forms, left rotation and right rotation.

## icon 2:28 Below, we show the situation before a left rotation.

Codings:

● <->  
● Cartoon  
● Example  
● Operation

Content:

Below, we show the situation before a left rotation.

## icon 2:29 We have generically denoted the crucial key values in question with x and y. Also, we have summarize…

Codings:

● Legend

Content:

We have generically denoted the crucial key values in question with x and y. Also, we have

summarized whole subtrees with the intervals bounding their key values. Even though we wrote −∞ and +∞, when the whole tree is a subtree of a larger tree these bounds will be generic bounds α which is smaller than x

## icon 2:30 The tree on the right is after the left rotation.

Codings:

● Cartoon  
● Description

Content:

The tree on the right is after the left rotation.

## icon 2:31 From the intervals we can see that the ordering invariants are preserved, as are the contents of the…

Codings:

● ->  
● Observation  
● State

Content:

From the intervals we can see that the ordering invariants are preserved, as are the contents of the tree. We can also see that it shifts some nodes from the right subtree to the left subtree.

## icon 2:32 We would invoke this operation if the invariants told us that we have to rebalance from right to lef…

Codings:

● <->  
● Application  
● Description

Content:

We would invoke this operation if the invariants told us that we have to rebalance from right to left.

## icon 2:33 We implement this with some straightforward code. First, recall the type of trees from last lecture.…

Codings:

● <-  
● Example  
● Review

Content:

We implement this with some straightforward code. First, recall the type of trees from last lecture. We do not repeat the function is\_ordtree that checks if a tree is ordered.

## icon 2:34 struct tree { elem data; struct tree\* left; struct tree\* right; }; typedef struct tree\* tree;…

Codings:

● Code  
● Definition

Content:

struct tree {

elem data;

struct tree\* left;

struct tree\* right;

};

typedef struct tree\* tree;

bool is\_ordtree(tree T);

## icon 2:35 The main point to keep in mind is to use (or save) a component of the input before writing to it. We…

Codings:

● Review

Content:

The main point to keep in mind is to use (or save) a component of the input before writing to it. We apply this idea systematically, writing to a location immediately after using it on the previous line. We repeat the type specification of tree from last lecture.

## icon 2:36 tree rotate\_left(tree T) //@requires is\_ordtree(T); //@requires T != NULL && T->right != NULL; //@en…

Codings:

● Code  
● Review

Content:

tree rotate\_left(tree T)

//@requires is\_ordtree(T);

//@requires T != NULL && T->right != NULL;

//@ensures is\_ordtree(\result);

//@ensures \result != NULL && \result->left != NULL;

{

tree root = T->right;

## icon 2:37 T->right = root->left; root->left = T; return root; }

Codings:

● Code  
● Review

Content:

T->right = root->left;

root->left = T;

return root;

}

## icon 2:38 tree rotate\_right(tree T) //@requires is\_ordtree(T); //@requires T != NULL && T->left != NULL; //@en…

Codings:

● Code  
● Example

Content:

tree rotate\_right(tree T)

//@requires is\_ordtree(T);

//@requires T != NULL && T->left != NULL;

//@ensures is\_ordtree(\result);

//@ensures \result != NULL && \result->right != NULL;

{

tree root = T->left;

}

Comment:

Note that the point of this code is that it represents the same, exact, sub operation shown in the previous cartoon.

## icon 2:39 The right rotation is entirely symmetric. First in pictures:

Codings:

● Cartoon  
● Example

Content:

The right rotation is entirely symmetric. First in pictures:

## icon 2:40 Searching for a key in an AVL tree is identical to searching for it in a plain binary search tree as…

Codings:

● <->  
● Description  
● Operation  
● Related  
● Review

Content:

Searching for a key in an AVL tree is identical to searching for it in a plain binary search tree as described in Lecture 17. The reason is that we only need the ordering invariant to find the element; the height invariant is only relevant for inserting an element.

Comment:

This is really a description, of an element, of a mandatory set of sub operations that a tree must support in order to be a data structure.

## icon 2:41 The basic recursive structure of inserting an element is the same as for searching for an element.

Codings:

● <->  
● Operation

Content:

The basic recursive structure of inserting an element is the same as for searching for an element.

## icon 2:42 We compare the element’s key with the keys associated with the nodes of the trees, inserting recursi…

Codings:

● Description

Content:

We compare the element’s key with the keys associated with the nodes of the trees, inserting recursively into the left or right subtree. When we find an element with the exact key we overwrite the element in that node. If we encounter a null tree, we construct a new tree with the element to be inserted and no children and then return it. As we return the new subtrees (with the inserted element) towards the root, we check if we violate the height invariant. If so, we rebalance to restore the invariant and then continue up the tree to the root.

Comment:

Description being solely manifest through text, no math or code.

## icon 2:43 The main cleverness of the algorithm lies in analyzing the situations when we have to rebalance and…

Codings:

● ->  
● Advantages

Content:

The main cleverness of the algorithm lies in analyzing the situations when we have to rebalance and applying the appropriate rotations to re- store the height invariant. It turns out that one or two rotations on the whole tree always suffice for each insert operation, which is a very elegant result.

## icon 2:44 First, we keep in mind that the left and right subtrees’ heights before the insertion can differ by…

Codings:

● <-  
● Description

Content:

First, we keep in mind that the left and right subtrees’ heights before the insertion can differ by at most one. Once we insert an element into one of the subtrees, they can differ by at most two. We now draw the trees in such a way that the height of a node is indicated by the height that we are drawing it at.

## icon 2:45 The first situation we describe is where we insert into the right subtree, which is already of heigh…

Codings:

● ->  
● Cartoon  
● Example  
● Observation  
● State

Content:

The first situation we describe is where we insert into the right subtree, which is already of height h + 1 where the left subtree has height h. If we are unlucky, the result of inserting into the right subtree will give us a new right subtree of height h + 2 which raises the height of the overall tree to h + 3, violating the height invariant. In the new right subtree has height h+2, either its right or the left subtree must be of height h+1 (and only one of them; think about why). If it is the right subtree we are in the situation depicted below on the left.

## icon 2:46 We fix this with a left rotation,

Codings:

● ->  
● Solution

Content:

We fix this with a left rotation,

## icon 2:47 left rotation, the result of which is displayed to the right. In the second case we consider we once…

Codings:

● ->  
● Cartoon  
● Example  
● In vivo term introduction  
● Operation

Content:

left rotation, the result of which is displayed to the right. In the second case we consider we once again insert into the right sub-

tree, but now the left subtree of the right subtree has height h + 1.

(‐∞, +∞) x

h

In that case, a left rotation alone will not restore the invariant (see Exer- cise 1). Instead, we apply a so-called double rotation: first a right rotation at z, then a left rotation at the root. When we do this we obtain the picture on the right, restoring the height invariant.

There are two additional symmetric cases to consider, if we insert the new element on the left (see Exercise 4).

## icon 2:48 The interface for the implementation is exactly the same as for binary search trees, as is the code…

Codings:

● Description  
● Operation  
● Related

Content:

The interface for the implementation is exactly the same as for binary search trees, as is the code for searching for a key.

## icon 2:49 In various places in the algo- rithm we have to compute the height of the tree. This could be an ope…

Codings:

● ->  
● Description  
● Design

Content:

In various places in the algo- rithm we have to compute the height of the tree. This could be an operation of asymptotic complexity O(n), unless we store it in each node and just look it up. So we have:

## icon 2:50 struct tree { elem data; int height; struct tree\* left; struct tree\* right; };

Codings:

● Code

Content:

struct tree {

elem data;

int height;

struct tree\* left;

struct tree\* right;

};

## icon 2:51 typedef struct tree\* tree; /\* height(T) returns the precomputed height of T in O(1) \*/ int height(tr…

Codings:

● Code  
● Description

Content:

typedef struct tree\* tree;

/\* height(T) returns the precomputed height of T in O(1) \*/

int height(tree T) {

return T == NULL ? 0 : T->height;

}

## icon 2:52 When checking if a tree is balanced, we also check that all the heights that have been computed are…

Codings:

● <-  
● Description

Content:

When checking if a tree is balanced, we also check that all the heights that have been computed are correct.

## icon 2:53 bool is\_balanced(tree T) { if (T == NULL) return true; int h = T->height; int hl = height(T->l…

Codings:

● Code  
● Definition

Content:

bool is\_balanced(tree T) {

if (T == NULL) return true;

int h = T->height;

int hl = height(T->left);

int hr = height(T->right);

if (!(h == (hl > hr ? hl+1 : hr+1))) return false;

if (hl > hr+1 || hr > hl+1) return false;

return is\_balanced(T->left) && is\_balanced(T->right);

}

## icon 2:54 A tree is an AVL tree if it is both ordered (as defined and implementa- tion in the last lecture) an…

Codings:

● Code  
● Definition

Content:

A tree is an AVL tree if it is both ordered (as defined and implementa- tion in the last lecture) and balanced.

bool is\_avl(tree T) {

return is\_ordtree(T) && is\_balanced(T);

}

## icon 2:55 We use this, for example, in a utility function

Codings:

● ->  
● Example  
● Operation

Content:

We use this, for example, in a utility function

## icon 2:56 that creates a new leaf from an element (which may not be null).

Codings:

● ->  
● Application  
● Description

Content:

that creates a new leaf from an element (which may not be null).

## icon 2:57 tree leaf(elem e) //@requires e != NULL; //@ensures is\_avl(\result); { tree T = alloc(struct tree)…

Codings:

● <-  
● Code  
● Definition

Content:

tree leaf(elem e)

//@requires e != NULL;

//@ensures is\_avl(\result);

{

tree T = alloc(struct tree);

T->data = e;

T->height = 1;

T->left = NULL;

T->right = NULL;

return T; }

## icon 2:58 The code for inserting an element into the tree is mostly identical with the code for plain binary s…

Codings:

● Operation  
● Related

Content:

The code for inserting an element into the tree is mostly identical with the code for plain binary search trees.

## icon 2:59 The difference is that after we in- sert into the left or right subtree, we call a function rebalanc…

Codings:

● Description

Content:

The difference is that after we in- sert into the left or right subtree, we call a function rebalance\_left or rebalance\_right, respectively, to restore the invariant if necessary and cal- culate the new height.

Comment:

I’m starting to think that Operation Description should be separated into operation, and description, much like definition, and mathematical

## icon 2:60 tree tree\_insert(tree T, elem e) //@requires is\_avl(T); //@ensures is\_avl(\result); { assert(e !=…

Codings:

● Code  
● Description

Content:

tree tree\_insert(tree T, elem e)

//@requires is\_avl(T);

//@ensures is\_avl(\result);

{

assert(e != NULL); /\* cannot insert NULL element \*/

if (T == NULL) {

T = leaf(e); /\* create new leaf with data e \*/

} else {

int r = compare(elem\_key(e), elem\_key(T->data));

if (r < 0) {

T->left = tree\_insert(T->left, e);

T = rebalance\_left(T); /\* also fixes height \*/

} else if (r == 0) {

T->data = e;

} else { //@assert r > 0;

T->right = tree\_insert(T->right, e);

T = rebalance\_right(T); /\* also fixes height \*/

}

}

return T; }

## icon 2:61 tree rebalance\_right(tree T) //@requires T != NULL; //@requires is\_avl(T->left) && is\_avl(T->right);…

Codings:

● Code  
● Description

Content:

tree rebalance\_right(tree T)

//@requires T != NULL;

//@requires is\_avl(T->left) && is\_avl(T->right);

/\* also requires that T->right is result of insert into T \*/

//@ensures is\_avl(\result);

{

tree l = T->left;

tree r = T->right;

int hl = height(l);

int hr = height(r);

if (hr > hl+1) {

//@assert hr == hl+2;

if (height(r->right) > height(r->left)) {

//@assert height(r->right) == hl+1;

T = rotate\_left(T);

//@assert height(T) == hl+2;

return T;

} else {

//@assert height(r->left) == hl+1;

/\* double rotate left \*/

T->right = rotate\_right(T->right);

T = rotate\_left(T);

//@assert height(T) == hl+2;

return T;

}

} else { //@assert !(hr > hl+1);

fix\_height(T);

return T; }

}

## icon 2:62 Quotation 2:62

Codings:

● ->  
● Problem

Content:

![Content](data:image/jpeg;base64,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)

# icon 5 AVT02.pdf

18 Quotations:

## icon 5:1 When we do an insert into a Binary Search Tree (BST)

Codings:

● Data Structure

Content:

When we do an insert into a Binary Search Tree (BST)

## icon 5:2 we can never be sure how balanced the tree will be, since the order of insertions will determine thi…

Codings:

● ->  
● Problem

Content:

we can never be sure how balanced the tree will be, since the order of insertions will determine this.

## icon 5:3 A solution is to create balanced BST’s as we do the insertions. An AVL tree is such a tree.

Codings:

● ->  
● Description  
● Solution

Content:

A solution is to create balanced BST’s as we do the insertions. An AVL tree is such a tree.

## icon 5:4 The

Codings:

● <-

Content:

The

## icon 5:5 alance condition is this: In an AVL tree, the height of the left and right subtrees of the root diff…

Codings:

● <->  
● Definition  
● Property

Content:

alance condition is this: In an AVL tree, the height of the left and right subtrees of the root differ by at most 1, and in which the left and right subtrees are AVL trees also. This balance condiiton insures that searches, inseretions and deletetion will be close to O(Log2N), as in a fully balanced BST.

## icon 5:6 AVL trees keep an additional piece of information at each node: the height of each nodes left and ri…

Codings:

● <->  
● Constituent  
● Description

Content:

AVL trees keep an additional piece of information at each node: the height of each nodes left and right subtrees.

## icon 5:7 Since these heights can only differ by 1, any insertion into the tree will be analyzed to see if it…

Codings:

● <-  
● Description

Content:

Since these heights can only differ by 1, any insertion into the tree will be analyzed to see if it violates the balance condition.

## icon 5:8 If it does, then we need to reorganize the tree by a series of rotations. Rotations are simply point…

Codings:

● <->  
● Description  
● In vivo term introduction  
● Operation

Content:

If it does, then we need to reorganize the tree by a series of rotations. Rotations are simply pointer changes that rearrange the structure of the tree to keep the AVL balance condition.

## icon 5:9 The Weiss textbook has some good examples on rotations that explain how they work.

Codings:

● Aside

Content:

The Weiss textbook has some good examples on rotations that explain how they work.

## icon 5:10 N (h) = Since: N(h−1) > N (h) > N (h) > ... N (h) > 1+N(h−1)+N(h−2) (1) N(h−2) (2) 2N (h − 2) (subst…

Codings:

● ->  
● Derivation  
● Mathematic  
● Solution

Content:

N (h) = Since: N(h−1) > N (h) > N (h) >

... N (h) >

1+N(h−1)+N(h−2) (1) N(h−2) (2) 2N (h − 2) (substitute in (1) above, drop the + 1 term) (3

## icon 5:11 Proposition: The height of an AVL tree T storing n keys is O(log n).

Codings:

● <->  
● Property  
● Proposal

Content:

Proposition: The height of an AVL tree T storing n keys is O(log n).

## icon 5:12 Justification: The easiest way to approach this problem is to try to find the minimum number of inte…

Codings:

● ->  
● Description  
● Problem

Content:

Justification: The easiest way to approach this problem is to try to find the minimum number of internal

nodesofanAVLtreeofheighth: N(h)

## icon 5:13 ItisobviousthatthatN(1)=1andN(2)=2

Codings:

● Cases  
● Mathematic

Content:

ItisobviousthatthatN(1)=1andN(2)=2

## icon 5:14 ItisobviousthatthatN(1)=1andN(2)=2.

Content:

ItisobviousthatthatN(1)=1andN(2)=2.

## icon 5:15 Forh≥3,anAVL tree of height h with N(h) minimal internal nodes contains the root node, one AVL subtr…

Codings:

● Cases  
● Description  
● Mathematic

Content:

Forh≥3,anAVL tree of height h with N(h) minimal internal nodes contains the root node, one AVL subtree of height h-1 and the other AVL subtree of height h − 2.

## icon 5:16 3 AVL Rotation Templates

Codings:

● Cartoon  
● Example  
● Operation

Content:

3 AVL Rotation Templates

## icon 5:17 Here is the Java code from the Weiss textbook for AVL insertion

Codings:

● Code  
● Data Structure  
● Description

Content:

Here is the Java code from the Weiss textbook for AVL insertion

## icon 5:18 AVL Tree Example:

Codings:

● Cartoon  
● Example

Content:

AVL Tree Example:
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## icon 8:1 Lecture 6: Balanced Binary Search Trees

Codings:

● Data Structure

Content:

Lecture 6: Balanced Binary Search Trees

## icon 8:2 Lecture Overview

Codings:

● Outline

Content:

Lecture Overview

## icon 8:3 Recall: Binary Search Trees (BSTs)

Codings:

● Data Structure  
● Review

Content:

Recall: Binary Search Trees (BSTs)

## icon 8:4 • rooted binary tree • each node has

Codings:

● ->  
● Constituent

Content:

• rooted binary tree

• each node has

## icon 8:5 – key – left pointer – right pointer – parent pointer

Codings:

● Definition

Content:

– key

– left pointer

– right pointer – parent pointer

## icon 8:6 See Fig.

Codings:

● Cartoon  
● Example

Content:

See Fig.

## icon 8:7 • BST property (see Fig.

Codings:

● <->  
● Property

Content:

• BST property (see Fig.

## icon 8:8 • height of node = length (# edges) of longest downward path to a leaf (see CLRS B.5

Codings:

● Definition

Content:

• height of node = length (# edges) of longest downward path to a leaf (see CLRS B.5

## icon 8:9 • BSTs support insert, delete, min, max, next-larger, next-smaller, etc. in O(h) time, where h = hei…

Codings:

● ->  
● Complexity  
● Description

Content:

• BSTs support insert, delete, min, max, next-larger, next-smaller, etc. in O(h) time, where h = height of tree (= height of root).

## icon 8:10 • h is between lgn and n: Fig.

Codings:

● Cartoon  
● Description

Content:

• h is between lgn and n: Fig.

## icon 8:11 • balanced BST maintains h = O(lg n) ⇒ all operations run in O(lg n) time.

Codings:

● Conclusion  
● Definition  
● In vivo term introduction

Content:

• balanced BST maintains h = O(lg n) ⇒ all operations run in O(lg n) time.

## icon 8:12 For every node, require heights of left & right children to differ by at most ±1.

Codings:

● Definition

Content:

For every node, require heights of left & right children to differ by at most ±1.

## icon 8:13 • treat nil tree as height -1 • each node stores its height (DATA STRUCTURE AUGMENTATION) (like subt…

Codings:

● Constituent  
● Description

Content:

• treat nil tree as height -1

• each node stores its height (DATA STRUCTURE AUGMENTATION) (like subtree

size) (alternatively, can just store difference in heights)

## icon 8:14 Fig

Codings:

● Cartoon

Content:

Fig

## icon 8:15 Balance:

Codings:

● Property

Content:

Balance:

## icon 8:16 Worst when every node differs by 1 — let Nh = (min.) # nodes in height-h AVL tree =⇒Nh =Nh−1+Nh−2+1

Codings:

● Derivation

Content:

Worst when every node differs by 1 — let Nh = (min.) # nodes in height-h AVL tree =⇒Nh =Nh−1+Nh−2+1

## icon 8:17 Alternatively:

Codings:

● Derivation  
● Pedagogical

Content:

Alternatively:

## icon 8:18 AVL Insert:

Codings:

● Operation

Content:

AVL Insert:

## icon 8:19 1. insert as in simple BST 2. work your way up tree, restoring AVL property (and updating heights a

Codings:

● Description

Content:

1. insert as in simple BST

2. work your way up tree, restoring AVL property (and updating heights a

## icon 8:20 • suppose x is lowest node violating AVL • assume x is right-heavy (left case symmetric) • if x’s ri…

Codings:

● Description

Content:

• suppose x is lowest node violating AVL

• assume x is right-heavy (left case symmetric)

• if x’s right child is right-heavy or balanced: f

## icon 8:21 follow steps in Fig. 5

Codings:

● Cartoon  
● Description

Content:

follow steps in Fig. 5

## icon 8:22 steps in Fig. 6

Codings:

● Cartoon  
● Description

Content:

steps in Fig. 6

## icon 8:23 • then continue up to x’s grandparent, greatgrandparent . . .

Codings:

● Description

Content:

• then continue up to x’s grandparent, greatgrandparent . . .

## icon 8:24 Example: An example implementation of the AVL Insert process is illustrated in Fig.

Codings:

● Cartoon  
● Example

Content:

Example: An example implementation of the AVL Insert process is illustrated in Fig.

## icon 8:25 In general, process may need several rotations before done with an Insert.

Codings:

● caveat

Content:

In general, process may need several rotations before done with an Insert.

## icon 8:26 Delete(-min) is similar — harder but possible.

Codings:

● caveat

Content:

Delete(-min) is similar — harder but possible.

## icon 8:27 AVL sort:

Codings:

● Application

Content:

AVL sort:

## icon 8:28 • insert each item into AVL tree • in-order traversal

Codings:

● ->  
● Complexity  
● Description

Content:

• insert each item into AVL tree • in-order traversal

## icon 8:29 There are many balanced search trees.

Codings:

● Class

Content:

There are many balanced search trees.

## icon 8:30 Adel’son-Velsii and Landis 1962 Bayer and McCreight 1972 (see CLRS 18) Nievergelt and Reingold 1973…

Codings:

● Description

Content:

Adel’son-Velsii and Landis 1962

Bayer and McCreight 1972 (see CLRS 18) Nievergelt and Reingold 1973

CLRS Chapter 13

Sleator and Tarjan 1985

Pugh 1989

Galperin and Rivest 1993

Seidel and Aragon 1996

## icon 8:31 Abstract Data Type(ADT): interface spec. vs.

Codings:

● Definition  
● In vivo term introduction

Content:

Abstract Data Type(ADT): interface spec. vs.

## icon 8:32 Data Structure (DS): algorithm for each op.

Codings:

● Definition  
● In vivo term introduction

Content:

Data Structure (DS): algorithm for each op.

## icon 8:33 There are many possible DSs for one ADT.

Codings:

● Design

Content:

There are many possible DSs for one ADT.

## icon 8:34 Priority Queue ADT Q = new-empty-queue() Q.insert(x) x = Q.deletemin() x = Q.findmin() heap Θ(1) Θ(l…

Codings:

● ->  
● Complexity  
● Description

Content:

Priority Queue ADT

Q = new-empty-queue() Q.insert(x)

x = Q.deletemin()

x = Q.findmin()

heap

Θ(1) Θ(lg n) Θ(lg n) Θ(1)

AVL tree

Θ(1)

Θ(lg n) Θ(lg n) Θ(lg n) → Θ(1)

## icon 8:35 Predecessor/Successor ADT S = new-empty() S.insert(x) S.delete(x) y = S.predecessor(x) → next- Θ(n)…

Codings:

● Description

Content:

Predecessor/Successor ADT

S = new-empty()

S.insert(x)

S.delete(x)

y = S.predecessor(x) → next- Θ(n) Θ(lgn) smaller

y = S.successor(x) → next-larger Θ(n) Θ(lg n)

heap

AVL tree

Θ(1) Θ(lg n) Θ(lg n)

Θ(1) Θ(lg n) Θ(lg n)
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## icon 11:1 AVL Trees

Codings:

● Data Structure

Content:

AVL Trees

## icon 11:2 In order to have a worst case running time for insert and delete operations to be O(log n), we must…

Codings:

● Description  
● Problem

Content:

In order to have a worst case running time for insert and delete operations to be O(log n), we must make it impossible for there to be a very long path in the binary search tree.

## icon 11:3 The rst balanced binary tree is the AVL tree, named after it's inventors, Adelson-Velskii and Landi…

Codings:

● Description  
● History

Content:

The rst balanced binary tree is the AVL tree, named after it's inventors, Adelson-Velskii and Landis.

## icon 11:4 A binary search tree is an AVL tree i each node in the tree satis es the following property:

Codings:

● Data Structure  
● Definition  
● Related

Content:

A binary search tree is an AVL tree i each node in the tree satis es the following property:

## icon 11:5 The height of the left subtree can di er from the height of the right subtree by at most 1.

Codings:

● Definition  
● Property

Content:

The height of the left subtree can di er from the height of the right subtree by at most 1.

## icon 11:6 Based on this property, we can show that the height of an AVL tree is logarithmic with respect to th…

Codings:

● Description  
● Property

Content:

Based on this property, we can show that the height of an AVL tree is logarithmic with respect to the number of nodes stored in the tree.

## icon 11:7 In particular, for an AVL tree of height H, we nd that it must contain at least FH+3 -1 nodes.

Codings:

● Description  
● Mathematic

Content:

In particular, for an AVL tree of height H, we nd that it must contain at least FH+3 -1 nodes.

## icon 11:8 To prove this, notice that the number of nodes in an AVL tree is the 1 plus the number of notes in t…

Codings:

● Observation

Content:

To prove this, notice that the number of nodes in an AVL tree is the 1 plus the number of notes in the left subtree plus the number of nodes in the right subtree.

## icon 11:9 If we let SH represent the minimum number of nodes in an AVL tree with height H, we get the followin…

Codings:

● Definition  
● Mathematic

Content:

If we let SH represent the minimum number of nodes in an AVL tree with height H, we get the following recurrence relation:

## icon 11:10 We also know that S0=1 and S1=2. Now we can prove the assertion above through induction. Problem: Pr…

Codings:

● Proof

Content:

We also know that S0=1 and S1=2. Now we can prove the assertion above through induction.

Problem: Prove that SH = FH+3 -1.

We will use induction on H, the height of the AVL tree.

Base Cases H=0: LHS = 1, RHS = F3 - 1 = 2 - 1 = 1 H=1: LHS = 2, RHS = F4 - 1 = 3 - 1 = 2

Inductive hypothesis: For an arbitrary integer k <= H, assume that Sk = Fk+3 -1.

Inductive step: Under the assumption above, prove for H=k+1 that Sk+1 = Fk+1+3 -1.

Sk+1 =Sk +Sk-1 +1

= (Fk+3 -1) + (Fk+2 -1) +1, using the I.H. twice

= (Fk+3 + Fk+2) - 1

= Fk+4 -1, using the defn. of Fibonacci numbers, to complete

proof.

It can be shown through recurrence relations, that

Fn  1/5 [(1 + 5)/2]n

So now, we have the following:

Sn  1/5 [(1 + 5)/2]n+3

This says that when the height of an AVL tree is n, the minimum number of nodes it contains is 1/5 [(1 + 5)/2]n+3.

## icon 11:11 So, in order to nd the height of a tree with n nodes, we must replace Sn with n and replace n with…

Codings:

● Solicitation

Content:

So, in order to nd the height of a tree with n nodes, we must replace Sn with n and replace n with h? Why is this the case?

## icon 11:12 n  1/5 [(1 + 5)/2]h+3 n  (1.618)h h  log 1.618 n h = O(log 2 n)

Codings:

● Proof

Content:

n  1/5 [(1 + 5)/2]h+3 n  (1.618)h

h  log 1.618 n

h = O(log 2 n)

## icon 11:13 Now the question remains, how do we maintain an AVL tree? What extra work do we have to do to make s…

Codings:

● ->  
● Description  
● Problem

Content:

Now the question remains, how do we maintain an AVL tree? What extra work do we have to do to make sure that the AVL property is maintained?

## icon 11:14 Basically whenever an insertion or deletion is done, it is possible that the new node added or taken…

Codings:

● ->  
● Description  
● Solution

Content:

Basically whenever an insertion or deletion is done, it is possible that the new node added or taken away destroys the AVL property. In these sitiuations, we have to "rework" the tree so that the binary search tree and AVL properties are satis ed.

## icon 11:15 When an imbalance is introduced to a tree, it is localized to three nodes and their four subtrees.

Codings:

● <->  
● Description  
● State

Content:

When an imbalance is introduced to a tree, it is localized to three nodes and their four subtrees.

## icon 11:16 Denote these three nodes as A, B, and C, in their inorder listing.

Codings:

● Definition

Content:

Denote these three nodes as A, B, and C, in their inorder listing.

## icon 11:17 Structurally, they may appear in various con gurations.

Codings:

● Observation

Content:

Structurally, they may appear in various con gurations.

## icon 11:18 A couple of these are listed below:

Codings:

● Cartoon

Content:

A couple of these are listed below:

## icon 11:19 Denote the four subtrees as T0, T1, T2, and T3, also listed in their inorder listing. Here is where…

Codings:

● Legend

Content:

Denote the four subtrees as T0, T1, T2, and T3, also listed in their inorder listing. Here is where these would lie in the trees drawn above:

## icon 11:20 No matter which of these structural imbalances exist, they can all be xed the same way:

Codings:

● Observation

Content:

No matter which of these structural imbalances exist, they can all be xed the same way:

## icon 11:21 Another way we can view these transformations is through two separate types or restructuring operati…

Codings:

● <->  
● In vivo term introduction  
● Operation

Content:

Another way we can view these transformations is through two separate types or restructuring operations: a single rotation and a double rotation.

## icon 11:22 Here are the four cases we will look at: 1) insertion into the left subtree of the left child of the…

Codings:

● Cases  
● Description

Content:

Here are the four cases we will look at:

1) insertion into the left subtree of the left child of the root.

2) insertion into the right subtree of the left child of the root. 3) insertion into the left subtree of the right child of the root. 4) insertion into the right subtree of the right child of the root

## icon 11:23 Technically speaking, cases 1 and 4 are symmetric as are 2 and 3.

Codings:

● Observation

Content:

Technically speaking, cases 1 and 4 are symmetric as are 2 and 3.

## icon 11:24 For cases 1 and 4, we will perform a single rotation, and for 2 and 3 we will do a double rotation.

Codings:

● Description

Content:

For cases 1 and 4, we will perform a single rotation, and for 2 and 3 we will do a double rotation.

## icon 11:25 In the pictures I have above, the left picture is case 2 of this description, and the right picture…

Codings:

● Legend

Content:

In the pictures I have above, the left picture is case 2 of this description, and the right picture is case 4.

## icon 11:26 Why is the case on the left called a double rotation? Because we can achieve it by performing two ro…

Codings:

● Description

Content:

Why is the case on the left called a double rotation? Because we can achieve it by performing two rotations on the root node:

## icon 11:27 CC /\ /\ A T3 B T3

Codings:

● Cartoon  
● Description

Content:

CC /\ /\ A T3 B T3

## icon 11:28 Insertion into an AVL Tree So, now the question is, how can we use these rotations to actually perfo…

Codings:

● Operation

Content:

Insertion into an AVL Tree

So, now the question is, how can we use these rotations to actually perform an insert on an AVL tree?

## icon 11:29 Here are the basic steps involved: 1) Do a normal binary tree insert. 2) Restoring the tree based on…

Codings:

● Description

Content:

Here are the basic steps involved:

1) Do a normal binary tree insert.

2) Restoring the tree based on this leaf node.

## icon 11:30 This restoration is more di cult than just following the steps above. Here are the steps involved in…

Codings:

● ->  
● Operation

Content:

This restoration is more di cult than just following the steps above. Here are the steps involved in the restoration of a node:

## icon 11:31 1) Calculate the heights of the left and right subtrees, use this to set the potentially new height…

Codings:

● Description

Content:

1) Calculate the heights of the left and right subtrees, use this to set the potentially new height of the node.

2) If they are within one of each other, just go up to the parent node and continue.

3) If not, then perform the appropriate restructuring described above on that particular node, THEN go to the parent node and continue.

4) Stop when you've reached the root node.

## icon 11:32 With insertion, we are guaranteed that we will at most rebalance the tree once. When we march up the…

Codings:

● Observation

Content:

With insertion, we are guaranteed that we will at most rebalance the tree once.

When we march up the tree, at each step we are updating the height of that node, if necessary. The only nodes that need to be updated are those on the ancestral "lineage" of the inserted node.

## icon 11:33 Deletion from an AVL Tree First we will do a normal binary search tree delete.

Codings:

● Operation

Content:

Deletion from an AVL Tree

First we will do a normal binary search tree delete.

## icon 11:34 Note that structurally speaking, all deletes from a binary search tree delete nodes with zero or one…

Codings:

● Aside

Content:

Note that structurally speaking, all deletes from a binary search tree delete nodes with zero or one child.

## icon 11:35 For deleted leaf nodes, clearly the heights of the children of the node do not change. Also, the hei…

Codings:

● Observation

Content:

For deleted leaf nodes, clearly the heights of the children of the node do not change. Also, the heights of the children of a deleted node with one child do not change either.

## icon 11:36 Thus, if a delete causes a violation of the AVL Tree height property, this would HAVE to occur on so…

Codings:

● Conclusion

Content:

Thus, if a delete causes a violation of the AVL Tree height property, this would HAVE to occur on some node on the path from the parent of the deleted node to the root node.

## icon 11:37 Thus, once again, as above, to restructure the tree after a delete we will call the restructure meth…

Codings:

● Description

Content:

Thus, once again, as above, to restructure the tree after a delete we will call the restructure method on the parent of the deleted node.

## icon 11:38 One thing to note: whereas in an insert there is at most one node that needs to be rebalanced, there…

Codings:

● caveat

Content:

One thing to note: whereas in an insert there is at most one node that needs to be rebalanced, there may be multiple nodes in the delete that need to be rebalanced.

## icon 11:39 Technically speaking, at any point in the restructuring algorithm ONLY one node will ever be unbalan…

Codings:

● Observation

Content:

Technically speaking, at any point in the restructuring algorithm ONLY one node will ever be unbalanced.

## icon 11:40 But, what may happen is when that node is xed, it may propagate an error to an ancestor node.

Codings:

● Observation

Content:

But, what may happen is when that node is xed, it may propagate an error to an ancestor node.

## icon 11:41 But, this is NOT a problem because our restructuring algorithm goes all the way to the root node.

Codings:

● Conclusion

Content:

But, this is NOT a problem because our restructuring algorithm goes all the way to the root node.

## icon 11:42 1) Consider inserting 46 into the following AVL Tree:

Codings:

● Example

Content:

1) Consider inserting 46 into the following AVL Tree:

## icon 11:43 Now, let's trace through the rebalancing process from this place.

Codings:

● Operation

Content:

Now, let's trace through the rebalancing process from this place.

## icon 11:44 First, we call the method on this node. Once we set its height, we check to see if the node is balan…

Codings:

● ->  
● Description  
● Observation  
● State

Content:

First, we call the method on this node. Once we set its height, we check to see if the node is balanced. (This simply looks up the heights of the left and right subtrees, and decides if the di erence is more than 1.) In this case, the node is balanced, so we march up to the parent node, that stores 44.

We will trace through the same steps here, setting the new height of this node (this is important!) and determining that this node is balanced, since its left subtree has a height of -1 and the right subtree has a height of 0.

Similarly, we set the height and decide that the nodes storing 40 and 48 are balanced as well. Finally, when we reach the root node storing 32, we realize that our tree is imbalanced.

## icon 11:45 Now, we nally get to execute the code inside the if statement in the rebalance method. Here we set…

Codings:

● <-  
● Description

Content:

Now, we nally get to execute the code inside the if statement in the rebalance method. Here we set xPos to be the tallest grandchild of the root node. (This is the node storing 40, since its height is 2.)

## icon 11:46 Thus, the restructuring occurs on the nodes containing the 32, 48 and 40.

Codings:

● Conclusion

Content:

Thus, the restructuring occurs on the nodes containing the 32, 48 and 40.

## icon 11:47 40 /\

Codings:

● Cartoon  
● Conclusion

Content:

40 /\

## icon 11:48 2) Now, for the second example, consider inserting 61 into the following AVL Tree:

Codings:

● Example

Content:

2) Now, for the second example, consider inserting 61 into the following AVL Tree:

## icon 11:49 32 /\

Codings:

● Cartoon

Content:

32 /\

## icon 11:50 61, inserted Tracing through the code, we nd the rst place an imbalance occurs tracing up the ance…

Codings:

● ->  
● Description  
● Observation  
● State

Content:

61, inserted Tracing through the code, we nd the rst place an imbalance occurs tracing up the ancestry of the node storing 61 is at the noce storing 56. This time, we have that node A stores 56, node B stores 60, and node C stores 62. Using our restucturing algorithm, we nd the tallest grandchild of 56 to be 62, and

rearrange the tree as follows:

## icon 11:51 32 /\

Codings:

● Cartoon  
● Conclusion

Content:

32 /\

## icon 11:52 T0 is the subtree rooted at 52, T1 is the subtree rooted at 58, T2 is the subtree rooted at 61, and…

Codings:

● Legend

Content:

T0 is the subtree rooted at 52, T1 is the subtree rooted at 58, T2 is the subtree rooted at 61, and T3 is a null subtree.

## icon 11:53 3) For this example, we will delete the node storing 8 from the AVL tree below:

Codings:

● <-  
● Example

Content:

3) For this example, we will delete the node storing 8 from the AVL tree below:

## icon 11:54 32 /\

Codings:

● ->  
● Cartoon  
● State

Content:

32 /\

## icon 11:55 Tracing through the code, we nd that we must rst call the rebalance method on the parent of the de…

Codings:

● Observation

Content:

Tracing through the code, we nd that we must rst call the rebalance method on the parent of the deleted node, which stores 16. This node needs rebalancing and gets restructured as follows:

## icon 11:56 32 /\

Codings:

● Cartoon  
● Conclusion

Content:

32 /\

## icon 11:57 Notice that all four subtrees for this restructuring are null, and we only use the nodes A, B, and C…

Codings:

● Observation

Content:

Notice that all four subtrees for this restructuring are null, and we only use the nodes A, B, and C. Next, we march up to the parent of the node storing 24, the node storing 32. Once again, this node is imbalanced.

## icon 11:58 The reason for this is that the restructuring of the node with a 16 reduced the height of that subtr…

Codings:

● Implication

Content:

The reason for this is that the restructuring of the node with a 16 reduced the height of that subtree. By doing so, there was in INCREASE in the di erence of height between the subtrees of the old parent of the node storing 16. This increase could propogate an imbalance in the AVL tree.

## icon 11:59 When we restructure at the node storing the 32, we identify the node storing the 56 as the tallest g…

Codings:

● Description

Content:

When we restructure at the node storing the 32, we identify the node storing the 56 as the tallest grandchild.

## icon 11:60 Following the steps we've done previously, we get the nal tree as follows:

Codings:

● Cartoon  
● Conclusion

Content:

Following the steps we've done previously, we get the nal tree as follows:

## icon 11:61 4) The nal example, we will delete the node storing 4 from the AVL tree below:

Codings:

● <-  
● Example

Content:

4) The nal example, we will delete the node storing 4 from the AVL tree below:

## icon 11:62 When we call rebalance on the node storing an 8, (the parent of the deleted node), we do NOT nd an…

Codings:

● Description

Content:

When we call rebalance on the node storing an 8, (the parent of the deleted node), we do NOT nd an imbalance at an ancestral node until we get to the root node of the tree.

## icon 11:63 Here we once again identify the node storing 32 as node A, the node storing 48 as node B and the nod…

Codings:

● Observation

Content:

Here we once again identify the node storing 32 as node A, the node storing

48 as node B and the node storing 56 as node C.

## icon 11:64 Accordingly, we restructure as follows:

Codings:

● Cartoon  
● Conclusion

Content:

Accordingly, we restructure as follows:

# icon 16 AVT05.pdf

59 Quotations:

## icon 16:1 AVL-trees TDDC32

Codings:

● Data Structure

Content:

AVL-trees TDDC32

## icon 16:2 Binary Search Trees are not Unique The same data can yield different binary search trees

Codings:

● ->  
● Description  
● Disadvantages

Content:

Binary Search Trees are not Unique

The same data can yield different binary search trees

## icon 16:3 1,2,4,5,8

Codings:

● Cartoon  
● Example

Content:

1,2,4,5,8

## icon 16:4 BST in worst case • BST degenerated into linear sequence • expectednumberofcomparisonsis(n+1)/2

Codings:

● Description  
● Sequence

Content:

BST in worst case

• BST degenerated into linear sequence

• expectednumberofcomparisonsis(n+1)/2

## icon 16:5 Balanced BST • height is O(log2 n) • O(log2n)comparisons

Codings:

● Description  
● Implication  
● Sequence

Content:

Balanced BST

• height is O(log2 n)

• O(log2n)comparisons

## icon 16:6 Binary Search Trees

Codings:

● Data Structure

Content:

Binary Search Trees

## icon 16:7 Trees

Codings:

● <-

Content:

Trees

## icon 16:8 Tree

Codings:

● <-

Content:

Tree

## icon 16:9 • Self balancing BST/height balanced BST

Codings:

● Description  
● Sequence

Content:

• Self balancing BST/height balanced BST

## icon 16:10 • AVL = Adelson-Velskii och Landis, 1962

Codings:

● ->  
● Description  
● History

Content:

• AVL = Adelson-Velskii och Landis, 1962

## icon 16:11 • The idea: Keep updated balance information in each node

Codings:

● <-  
● Description

Content:

• The idea: Keep updated balance information in each node

## icon 16:12 • AVLpropertyForeachinternalnodevinT,theheightsofthechildrenofvdifferbyatmost1...or alternatively. .…

Codings:

● ->  
● Description  
● Property

Content:

• AVLpropertyForeachinternalnodevinT,theheightsofthechildrenofvdifferbyatmost1...or

alternatively. . . For each internal node v in T

## icon 16:13 the following holds: b(v) ∈ {−1, 0, 1}, where b(v) = height(leftChild(v)) − height(rightChild(v))

Codings:

● Definition  
● Mathematic

Content:

the following holds: b(v) ∈ {−1, 0, 1}, where

b(v) = height(leftChild(v)) − height(rightChild(v))

## icon 16:14 TheheightofanAVLtreestoringnelementsisO(logn).

Codings:

● <->  
● Definition  
● Property

Content:

TheheightofanAVLtreestoringnelementsisO(logn).

## icon 16:15 We can do find, insert, and remove in an AVL tree in time O(logn) while preserving the AVL property.

Codings:

● ->  
● Definition  
● Implication  
● Property

Content:

We can do find, insert, and remove in an AVL tree in time O(logn) while preserving the AVL property.

## icon 16:16 Example

Codings:

● <-

Content:

Example

## icon 16:17 an AVL tree

Codings:

● <-  
● Cartoon  
● Example

Content:

an AVL tree

## icon 16:18 • The new node changes the tree height and the tree has to be re-balanced. – Information about the h…

Codings:

● Description  
● Sequence

Content:

• The new node changes the tree height and the tree has to be re-balanced.

– Information about the height of sub trees can be represented in different ways:

∗ Store the height explicitly in each node

∗ Store the balance factor in each node

• The change is usually described as a left or right rotation of a sub tree.

• One rotation is sufficient to re-balance the tree

## icon 16:19 Insertion in AVL trees (simple cases)

Codings:

● Cartoon  
● Example

Content:

Insertion in AVL trees (simple cases)

## icon 16:20 Insertion in AVL trees

Codings:

● ->  
● Operation

Content:

Insertion in AVL trees

## icon 16:21 • Start from the new node and search upwards until a node x is found, such that its grandparent z is…

Codings:

● Description

Content:

• Start from the new node and search upwards until a node x is found, such that its grandparent z is unbalanced. Mark the parent of x with y. Reconstruct the tree as follows:

## icon 16:22 – Rename x,y,z to a,b,c based on their inorder order. – Let T0,T1,T2,T3 be an enumeration in inorder…

Codings:

● Sequence

Content:

– Rename x,y,z to a,b,c based on their inorder order.

– Let T0,T1,T2,T3 be an enumeration in inorder of the sub trees of x, y och z. (None of the sub

trees can have x, y, or z as root.)

– Exchange z for b, its children are now a and c.

– T0 and T1 are children of a, and T2 and T3 are children of c.

## icon 16:23 Example: insertion in an AVL tree

Codings:

● Cartoon  
● Example

Content:

Example: insertion in an AVL tree

## icon 16:24 Four different rotations

Codings:

● ->  
● Observation  
● State

Content:

Four different rotations

## icon 16:25 If b = y we call it a single rotation.”Rotate y up above z”

Codings:

● <-  
● Description

Content:

If b = y we call it a single rotation.”Rotate y up above z”

## icon 16:26 rotations

Codings:

● ->  
● Observation  
● State

Content:

rotations

## icon 16:27 If b = y we call it a single rotation.”Rotate y up above z”

Codings:

● <-  
● Description

Content:

If b = y we call it a single rotation.”Rotate y up above z”

## icon 16:28 rotations

Codings:

● ->  
● Observation  
● State

Content:

rotations

## icon 16:29 If b = x we call it a double rotation.”Rotate x up above y and then above z”

Codings:

● <-  
● Description

Content:

If b = x we call it a double rotation.”Rotate x up above y and then above z”

## icon 16:30 Four different rotations

Codings:

● ->  
● Observation  
● State

Content:

Four different rotations

## icon 16:31 If b = x we call it a double.”Rotate x up above y and then above z”

Codings:

● <-  
● Description

Content:

If b = x we call it a double.”Rotate x up above y and then above z”

## icon 16:32 other way to describe it

Codings:

● Cartoon  
● Example

Content:

other way to describe it

## icon 16:33 Another way to describe it

Codings:

● Cartoon

Content:

Another way to describe it

## icon 16:34 . . . and then insert something which destroys it

Codings:

● Description

Content:

. . . and then insert something which destroys it

## icon 16:35 Do a single rotation

Codings:

● ->  
● Cartoon  
● Observation  
● Proposal  
● State

Content:

Do a single rotation

## icon 16:36 Do a single rotation

Codings:

● Cartoon  
● Description

Content:

Do a single rotation

## icon 16:37 Do a single rotation

Codings:

● Cartoon  
● Description

Content:

Do a single rotation

## icon 16:38 Do a single rotation

Codings:

● Cartoon  
● Description

Content:

Do a single rotation

## icon 16:39 Do a single rotation

Codings:

● Cartoon  
● Description

Content:

Do a single rotation

## icon 16:40 Done!

Codings:

● Conclusion

Content:

Done!

## icon 16:41 Another way to describe it

Codings:

● <-  
● Cartoon  
● Example

Content:

Another way to describe it

## icon 16:42 . . . this time the insertion is in another position

Codings:

● Cartoon  
● Example

Content:

. . . this time the insertion is in another position

## icon 16:43 . . . hmm, we did not get balance

Codings:

● ->  
● Observation  
● State

Content:

. . . hmm, we did not get balance

## icon 16:44 Start over. . . and look at the structure

Codings:

● <->  
● Observation  
● State

Content:

Start over. . . and look at the structure

## icon 16:45 We have to perform a double rotation

Codings:

● Proposal

Content:

We have to perform a double rotation

## icon 16:46 We have to perform a double rotation

Codings:

● Cartoon  
● Description

Content:

We have to perform a double rotation

## icon 16:47 We have to perform a double rotation

Codings:

● Cartoon  
● Description

Content:

We have to perform a double rotation

## icon 16:48 We have to perform a double rotation

Codings:

● Cartoon  
● Description

Content:

We have to perform a double rotation

## icon 16:49 We have to perform a double rotation

Codings:

● Cartoon  
● Description

Content:

We have to perform a double rotation

## icon 16:50 We have to perform a double rotation

Codings:

● Cartoon  
● Description

Content:

We have to perform a double rotation

## icon 16:51 Done!

Codings:

● Conclusion

Content:

Done!

## icon 16:52 restructuring = rotations. . .

Codings:

● Operation

Content:

restructuring = rotations. . .

## icon 16:53 Some authors use left and right rotations: Single left rotation: • left part of subtree (a and j) is…

Codings:

● Description

Content:

Some authors use left and right rotations: Single left rotation: • left part of subtree (a and j) is lowered

## icon 16:54 • we have ”rotated (up) b above a”

Codings:

● Cartoon  
● Example

Content:

• we have ”rotated (up) b above a”

## icon 16:55 Double rotations. . .

Codings:

● <->  
● Operation

Content:

Double rotations. . .

## icon 16:56 Two rotations are needed when the nodes to be re-balanced are placed in a zig-zag pattern.

Codings:

● Description

Content:

Two rotations are needed when the nodes to be re-balanced are placed in a zig-zag pattern.

## icon 16:57 • Rotate b up above a • Rotate b up above c

Codings:

● Cartoon  
● Description  
● Sequence

Content:

• Rotate b up above a

• Rotate b up above c

## icon 16:58 Deletion in an AVL tree

Codings:

● <->  
● Operation

Content:

Deletion in an AVL tree

## icon 16:59 • find and remove as in an ordinary binary search tree • Update balance information on the way back…

Codings:

● Description  
● Sequence

Content:

• find and remove as in an ordinary binary search tree

• Update balance information on the way back up to the root • Iftounbalanced:Restructure...but...

– When we restore balance in one position it might incur unbalance in another position – Have to repeat the re-balancing procedure (or balance control) until the root is reached – At most O(logn) re-balancing operations

# icon 14 DJK01.pdf

19 Quotations:

## icon 14:1 10.2 Dijkstra's Algorithm

Codings:

● Algorithm

Content:

10.2 Dijkstra's Algorithm

## icon 14:2 Djikstra's algorithm (named after its discover, E.W. Dijkstra)

Codings:

● ->  
● Description  
● History

Content:

Djikstra's algorithm (named after its discover, E.W. Dijkstra)

## icon 14:3 solves the problem of finding the shortest path from a point in a graph (the source) to a destinatio…

Codings:

● <->  
● Description  
● Problem

Content:

solves the problem of finding the shortest path from a point in a graph (the source) to a destination.

## icon 14:4 It turns out that one can find the shortest paths from a given source to all points in a graph in th…

Codings:

● ->  
● Class  
● Description

Content:

It turns out that one can find the shortest paths from a given source to all points in a graph in the same time, hence this problem is sometimes called the single-source shortest paths problem.

## icon 14:5 The somewhat unexpected result that all the paths can be found as easily as one further demonstrates…

Codings:

● Aside

Content:

The somewhat unexpected result that all the paths can be found as easily as one further demonstrates the value of reading the literature on algorithms!

## icon 14:6 This problem is related to the spanning tree one.

Codings:

● <->  
● Problem  
● Related

Content:

This problem is related to the spanning tree one.

## icon 14:7 The graph representing all the paths from one vertex to all the others must be a spanning tree - it…

Codings:

● Description

Content:

The graph representing all the paths from one vertex to all the others must be a spanning tree - it must include all vertices. There will also be no cycles as a cycle would define more than one path from the selected vertex to at least one other vertex.

## icon 14:8 G = (V,E) where V is a set of vertices and E is a set of edges.

Codings:

● <->  
● Data Structure  
● Definition  
● Mathematic

Content:

G = (V,E) where V is a set of vertices and E is a set of edges.

## icon 14:9 Dijkstra's

Codings:

● <-

Content:

Dijkstra's

## icon 14:10 algorithm keeps two sets of vertices: S the set of vertices whose shortest paths from the source hav…

Codings:

● <->  
● Constituent  
● Definition

Content:

algorithm keeps two sets of vertices:

S the set of vertices whose shortest paths from the source have already been

determined and

V- S

The other data structures needed are:

d array of best estimates of shortest path to each vertex pi an array of predecessors for each vertex

## icon 14:11 The basic mode of operation is:

Codings:

● <-  
● Description

Content:

The basic mode of operation is:

## icon 14:12 Relaxation

Codings:

● ->  
● Operation

Content:

Relaxation

## icon 14:13 The relaxation process updates the costs of all the vertices, v, connected to a vertex, u, if we cou…

Codings:

● Description  
● In vivo term introduction  
● Mathematic

Content:

The relaxation process updates the costs of all the vertices, v, connected to a vertex, u, if we could improve the best estimate of the shortest path to v by including (u,v) in the path to v.

## icon 14:14 The relaxation procedure proceeds as follows:

Codings:

● Code  
● Definition

Content:

The relaxation procedure proceeds as follows:

## icon 14:15 This sets up the graph so that each node has no predecessor (pi[v] = nil) and the estimates of the c…

Codings:

● Description

Content:

This sets up the graph so that each node has no predecessor (pi[v] = nil) and the estimates of the cost (distance) of each node from the source (d[v]) are infinite, except for the source node itself (d[s] = 0).

## icon 14:16 The relaxation procedure checks whether the current best estimate of the shortest distance to v (d[v…

Codings:

● Description

Content:

The relaxation procedure checks whether the current best estimate of the shortest distance to v (d[v]) can be improved by going through u (i.e. by making u the predecessor of v):

## icon 14:17 relax( Node u, Node v, double w[][] )

Codings:

● Code  
● Definition

Content:

relax( Node u, Node v, double w[][] )

## icon 14:18 The algorithm itself is now:

Codings:

● <-  
● Definition

Content:

The algorithm itself is now:

## icon 14:19 Note that we have also introduced a further way to store a graph (or part of a graph - as this struc…

Codings:

● Aside  
● Description  
● Mathematic

Content:

Note that we have also introduced a further way to store a graph (or part of a graph - as this structure can only store a spanning tree), the predecessor sub-graph - the list of predecessors of each node,

pi[j], 1 <= j <= |V| The edges in the predecessor sub-graph are (pi[v],v).
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51 Quotations:

## icon 3:1 In recitation we talked a bit about graphs: how to represent them and how to traverse them. Today we…

Codings:

● Algorithm  
● Description

Content:

In recitation we talked a bit about graphs: how to represent them and how to traverse them. Today we will discuss one of the most important graph algorithms: Dijkstra's shortest path algorithm, a greedy algorithm that efficiently finds shortest paths in a graph.

## icon 3:2 Many more problems than you might at first think can be cast as shortest path problems, making this…

Codings:

● ->  
● Description  
● Motivation

Content:

Many more problems than you might at first think can be cast as shortest path problems, making this algorithm a powerful and general tool.

## icon 3:3 For example, Dijkstra's algorithm is a good way to implement a service like MapQuest that finds the…

Codings:

● <->  
● Application  
● Description

Content:

For example, Dijkstra's algorithm is a good way to implement a service like MapQuest that finds the shortest way to drive between two points on the map. It can also be used to solve problems like network routing, where the goal is to find the shortest path for data packets to take through a switching network. It is also used in more general search algorithms for a variety of problems ranging from automated circuit layout to speech recognition.

## icon 3:4 Let's start by defining a data abstraction for weighted, directed graphs so we can express algorithm…

Codings:

● <->  
● Data Structure  
● In vivo term introduction

Content:

Let's start by defining a data abstraction for weighted, directed graphs so we can express algorithms independently of the implementation of graphs themselves.

## icon 3:5 In a weighted graph, each of its edges has a nonnegative weight that we can think of as the distance…

Codings:

● Description

Content:

In a weighted graph, each of its edges has a nonnegative weight that we can think of as the distance one must travel when going along that edge.

## icon 3:6 (\* A signature for directed graphs. The signature is \* simplified by not explicitly representing…

Codings:

● Code  
● Definition

Content:

(\* A signature for directed graphs. The signature is

\* simplified by not explicitly representing edges as

\* type. \*)

signature WGRAPH = sig

type graph (\* A directed graph comprising a set of

\* vertices and directed edges with nonnegative

\* weights. \*)

type vertex (\* A vertex, or node, of the graph \*)

(\* Whether two vertices are the same vertex. \*)

val eq: vertex\*vertex­>bool

(\* All vertices in the graph, without any duplicates.

\* Run time: O(|V|). \*)

val vertices: graph­>vertex list

(\* outgoing(v) is a list of pairs (v\_i,w\_i), one for each

\* edge leaving the vertex v. For each index i, the

\* corresponding edge leaves v and goes to v\_i, and

\* has weight w\_i.

\* Run time is linear in the length of the result. \*)

val outgoing: vertex­>(vertex\*int) list end

## icon 3:7 There are some constraints on the running time of certain operations in this specification.

Codings:

● ->  
● caveat  
● Description  
● Operation

Content:

There are some constraints on the running time of certain operations in this specification.

## icon 3:8 Importantly, we assume that given a vertex, we can traverse the outgoing edges in constant time per…

Codings:

● ->  
● Assumption  
● caveat  
● Complexity

Content:

Importantly, we assume that given a vertex, we can traverse the outgoing edges in constant time per edge. Some graph implementations do not have these properties, but we can easily write an almost trivial implementation that does:

## icon 3:9 structure Graph : WGRAPH = struct (\* Note: vertex must contain a ref to allow graphs \* containi…

Codings:

● Code  
● Definition

Content:

structure Graph : WGRAPH = struct

(\* Note: vertex must contain a ref to allow graphs

\* containing cycles to be built and to give vertices

\* a notion of unique identity (ref identity).

\* The type vertex must be a datatype to permit it to

\* be defined recursively. \*)

datatype vertex = V of (vertex\*int) list ref type graph = vertex list

fun eq(V(v1), V(v2)) = (v1 = v2) fun vertices(g) = g

fun outgoing(V(lr)) = !lr end

## icon 3:10 A path through the graph is a sequence (v1, ..., vn) such that the graph contains an edge e1 going f…

Codings:

● Definition  
● In vivo term introduction  
● Mathematic

Content:

A path through the graph is a sequence (v1, ..., vn) such that the graph contains an edge e1 going from

v1 to v2, an edge e2 going from v2 to v3, and so on. That is, all the edges must be traversed in the

forward direction.

## icon 3:11 The length of a path is the sum of the weights along these edges e1,..., en­1. We call this property…

Codings:

● Definition  
● In vivo term introduction

Content:

The length of a path is the sum of the weights along these edges e1,..., en­1. We call

this property "length" even though for some graphs it may represent some other quantity: for example, money or time.

## icon 3:12 Given two vertices v and v', what is the shortest path through the graph that goes from v to v' ? Th…

Codings:

● Definition  
● Problem

Content:

Given two vertices v and v', what is the shortest path through the graph that goes from v to v' ? That is, the path for which summing up the weights along all the edges from v to v' results in the smallest sum possible.

## icon 3:13 It turns out that we can solve this problem efficiently by solving a more general problem, the singl…

Codings:

● ->  
● Abstraction  
● Problem  
● Related

Content:

It turns out that we can solve this problem efficiently by solving a more general problem, the single­ source shortest­path problem:

## icon 3:14 Given a vertex v, what is the length of the shortest path from v to every vertex v' in the graph?

Codings:

● Definition  
● Mathematic

Content:

Given a vertex v, what is the length of the shortest path from v to every vertex v' in the graph?

## icon 3:15 The single­source shortest path problem can also be formulated on an undirected graph; however, it i…

Codings:

● caveat  
● In vivo term introduction

Content:

The single­source shortest path problem can also be formulated on an undirected graph; however, it is most easily solved by converting the undirected graph into a directed graph with twice as many edges, and then running the algorithm for directed graphs.

## icon 3:16 There are other shortest­path problems of interest, such as the all­pairs shortest­path problem: fin…

Codings:

● ->  
● Class  
● Description

Content:

There are other shortest­path problems of interest, such as the all­pairs shortest­path problem: find the lengths of shortest paths between all possible source–destination pairs. The Floyd­Warshall algorithm is a good way to solve this problem efficiently.

## icon 3:17 Let's consider a simpler problem: solving the single­source shortest path problem for an unweighted…

Codings:

● Description  
● Problem  
● Related

Content:

Let's consider a simpler problem: solving the single­source shortest path problem for an unweighted directed graph. In this case we are trying to find the smallest number of edges that must be traversed in order to get to every vertex in the graph. This is the same problem as solving the weighted version where all the weights happen to be 1.

## icon 3:18 Do we know an algorithm for determining this? Yes

Codings:

● ->  
● Solution

Content:

Do we know an algorithm for determining this? Yes

## icon 3:19 breadth­first search.

Codings:

● ->  
● Algorithm

Content:

breadth­first search.

## icon 3:20 The running time of that algorithm is O(V+E) where V is the number of vertices and E is the number o…

Codings:

● ->  
● Complexity  
● Description

Content:

The running time of that algorithm is O(V+E) where V is the number of vertices and E is the number of edges, because it pushes each reachable vertex onto the queue and considers each outgoing edge from it once. There can't be any faster algorithm for solving this problem, because in general the algorithm must at least look at the entire graph, which has size O(V+E).

## icon 3:21 We saw in recitation that we could express both breadth­first and depth­first search with the same s…

Codings:

● <->  
● Design  
● Review

Content:

We saw in recitation that we could express both breadth­first and depth­first search with the same simple algorithm that varied just in the order in which vertices are removed from the queue. We just need an efficient implementation of sets to keep track of the vertices we have visited already. A hash table fits the bill perfectly with its O(1) amortized run time for all operations. Here is an imperative graph search algorithm that takes a source vertex v0 and performs graph search outward from it:

## icon 3:22 (\* Simple graph traversal (BFS or DFS) \*) let val q: queue = new\_queue() val visited: vertexSet = cr…

Codings:

● Code

Content:

(\* Simple graph traversal (BFS or DFS) \*)

let val q: queue = new\_queue()

val visited: vertexSet = create\_vertexSet() fun expand(v: vertex) =

let val neighbors: vertex list = Graph.outgoing(v) fun handle\_edge(v': vertex): unit =

if not (member(visited,v')) then ( add(visited, v');

push(q, v') ) else () )

in

end in

add(visited, v0);

expand(v0);

while (not (empty\_queue(q)) do expand(pop(q))

end

## icon 3:23 This code implicitly divides the set of vertices into three sets: 1. The completed vertices: visited…

Codings:

● Description  
● In vivo term introduction

Content:

This code implicitly divides the set of vertices into three sets:

1. The completed vertices: visited vertices that have already been removed from the queue. 2. The frontier: visited vertices on the queue

3. The unvisited vertices: everything else

## icon 3:24 Except for the initial vertex v0, the vertices in set 2 are always neighbors of vertices in set 1. T…

Codings:

● Description

Content:

Except for the initial vertex v0, the vertices in set 2 are always neighbors of vertices in set 1. Thus, the

queued vertices form a frontier in the graph, separating sets 1 and 3.

## icon 3:25 The expand function moves a frontier vertex into the completed set and then expands the frontier to…

Codings:

● ->  
● Description  
● Operation

Content:

The expand function moves a frontier vertex into the completed set and then expands the frontier to include any previously unseen neighbors of the new frontier vertex.

## icon 3:26 The kind of search we get from this algorithm is determined by the pop function, which selects a ver…

Codings:

● <-

Content:

The kind of search we get from this algorithm is determined by the pop function, which selects a vertex from a queue. If q is a FIFO queue, we do a breadth­first search of the graph. If q is a LIFO queue, we do a depth­first search.

## icon 3:27 If the graph is unweighted, we can use a FIFO queue and keep track of the number of edges taken to g…

Codings:

● Description

Content:

If the graph is unweighted, we can use a FIFO queue and keep track of the number of edges taken to get to a particular node. We augment the visited set to keep track of the number of edges traversed from v0; it becomes a hash table implementing a map from vertices to edge counts (ints). The only

modification needed is in expand, which adds to the frontier a newly found vertex at a distance one greater than that of its neighbor already in the frontier.

## icon 3:28 (\* unweighted single­source shortest path \*) let val q: queue = new\_queue() val visited: vertexMap =…

Codings:

● Code

Content:

(\* unweighted single­source shortest path \*)

let val q: queue = new\_queue()

val visited: vertexMap = create\_vertexMap() (\* visited maps vertex­>int \*)

fun expand(v: vertex) =

let val neighbors: vertex list = Graph.outgoing(v) val dist: int = valOf(get(visited, v))

fun handle\_edge(v': vertex) =

case get(visited, v') of

SOME(d') => () (\* d' <= dist+1 \*)

| NONE => ( add(visited, v', dist+1);

push(q, v') )

in

end in

add(visited, v0, 0);

expand(v0);

while (not (empty\_queue(q)) do expand(pop(q))

end

## icon 3:29 Now we can generalize to the problem of computing the shortest path between two vertices in a weight…

Codings:

● Abstraction  
● Problem

Content:

Now we can generalize to the problem of computing the shortest path between two vertices in a weighted graph.

## icon 3:30 We can solve this problem by making minor modifications to the BFS algorithm for

Codings:

● ->  
● Proposal  
● Solution

Content:

We can solve this problem by making minor modifications to the BFS algorithm for

## icon 3:31 As in that algorithm, we keep a visited map that maps vertices to their distances from the source ve…

Codings:

● ->  
● Description  
● Operation

Content:

As in that algorithm, we keep a visited map that maps vertices to their distances from the source vertex v0. We change expand so that Instead of adding 1 to the

distance, its adds the weight of the edge traversed. Here is a first cut at an algorithm:

## icon 3:32 let val q: queue = new\_queue() val visited: vertexMap = create\_vertexMap() fun expand(v: vertex) = l…

Codings:

● Code  
● Proposal

Content:

let val q: queue = new\_queue()

val visited: vertexMap = create\_vertexMap() fun expand(v: vertex) =

let val neighbors: vertex list = Graph.outgoing(v) val dist: int = valOf(get(visited, v))

fun handle\_edge(v': vertex, weight: int) =

case get(visited, v') of SOME(d') =>

if dist+weight < d'

then add(visited, v', dist+weight) else ()

| NONE => ( add(visited, v', dist+weight);

push(q, v') )

in

end in

add(visited, v0, 0);

expand(v0);

while (not (empty\_queue(q)) do expand(pop(q))

end

## icon 3:33 This is nearly Dijkstra's algorithm, but it doesn't work. To see why, consider the following graph,…

Codings:

● Cartoon  
● Example  
● Related

Content:

This is nearly Dijkstra's algorithm, but it doesn't work. To see why, consider the following graph, where the source vertex is v0 = A.

## icon 3:34 The first pass of the algorithm will add vertices B and D to the map visited, with distances 1 and 5…

Codings:

● ->  
● Description  
● Example  
● Problem

Content:

The first pass of the algorithm will add vertices B and D to the map visited, with distances 1 and 5 respectively. D will then become part of the completed set with distance 5. Yet there is a path from A to D with the shorter length 3.

## icon 3:35 We need two fixes to the algorithm just presented:

Codings:

● ->  
● Proposal  
● Solution

Content:

We need two fixes to the algorithm just presented:

## icon 3:36 In the SOME case a check is needed to see whether the path just discovered to the vertex v' is an im…

Codings:

● Description

Content:

In the SOME case a check is needed to see whether the path just discovered to the vertex v' is an improvement on the previously discovered path (which had length d)

## icon 3:37 2. The queue q should not be a FIFO queue. Instead, it should be a priority queue where the prioriti…

Codings:

● ->  
● Description  
● Design  
● In vivo term introduction

Content:

2. The queue q should not be a FIFO queue. Instead, it should be a priority queue where the priorities of the vertices in the queue are their distances recorded in visited. That is, pop(q) should be a priority queue extract\_min operation that removes the vertex with the smallest distance.

## icon 3:38 The priority queue must also support a new operation increase\_priority(q,v) that increases the prior…

Codings:

● <->  
● Description  
● Operation

Content:

The priority queue must also support a new operation increase\_priority(q,v) that increases the priority of an element v already in the queue q. This new operation is easily implemented for heaps using the same bubbling­up algorithm used when performing heap insertions.

## icon 3:39 With these two modifications, we have Dijkstra's algorithm:

Codings:

● Conclusion

Content:

With these two modifications, we have Dijkstra's algorithm:

## icon 3:40 (\* Dijkstra's Algorithm \*)

Codings:

● Code  
● Definition

Content:

(\* Dijkstra's Algorithm \*)

## icon 3:41 Each time that expand is called, a vertex is moved from the frontier set to the completed set.

Codings:

● Description  
● Operation

Content:

Each time that expand is called, a vertex is moved from the frontier set to the completed set.

## icon 3:42 Dijkstra's algorithm is an example of a greedy algorithm, because it just chooses the closest fronti…

Codings:

● <-  
● Description  
● In vivo term introduction

Content:

Dijkstra's algorithm is an example of a greedy algorithm, because it just chooses the closest frontier vertex at every step. A locally optimal, "greedy" step turns out to produce the global optimal solution. We can see that this algorithm finds the shortest­path distances in the graph example above, because it will successively move B and C into the completed set, before D, and thus D's recorded distance has been correctly set to 3 before it is selected by the priority queue.

## icon 3:43 The algorithm works because it maintains the following two invariants:

Codings:

● ->  
● Definition  
● Property

Content:

The algorithm works because it maintains the following two invariants:

## icon 3:44 For every completed vertex, the recorded distance (in visited) is the shortest­path distance to that…

Codings:

● Description

Content:

For every completed vertex, the recorded distance (in visited) is the shortest­path distance

to that vertex from v0.

For every frontier vertex v, the recorded distance is the shortest­path distance to that vertex

from v0, considering just the paths that traverse only completed vertices and the vertex v itself.

## icon 3:45 We will call these paths internal paths.

Codings:

● In vivo term introduction

Content:

We will call these paths internal paths.

## icon 3:46 We can see that these invariants hold when the main loop starts, because the only completed vertex i…

Codings:

● Description

Content:

We can see that these invariants hold when the main loop starts, because the only completed vertex is v0 itself, which has recorded distance 0. The only frontier vertices are the neighbors of v0, so clearly

the second part of the invariant also holds. If the first invariant holds when the algorithm terminates, the algorithm works correctly, because all vertices are completed. We just need to show that each iteration of the main loop preserves the invariants.

Each step of the main loop takes the closest frontier vertex v and promotes it to the completed set. For the first invariant to be maintained, it must be the case that the recorded distance for the closest frontier vertex is also the shortest­path distance to that vertex. The second invariant tells us that the only way it could fail to be the shortest­path distance is if there is another, shorter, non­internal path to v. Any non­internal path must go through some other frontier vertex v'' to get to v. But this path must be longer than the shortest internal path, because the priority queue ensures that v is the closest frontier vertex. Therefore the vertex v'' is already at least as far away than v, and the rest of the path can only increase the length further (note that the assumption of nonnegative edge weights is crucial!).

We also need to show that the second invariant is maintained by the loop. This invariant is maintained by the calls to incr\_priority and push in handle\_edge. Promoting v to the completed set may create new internal paths to the neighbors of v, which become frontier vertices if they are not already;

## icon 3:47 We might also be concerned that incr\_priority could be called on a vertex that is not in the priorit…

Codings:

● Description

Content:

We might also be concerned that incr\_priority could be called on a vertex that is not in the priority queue at all. But this can't happen because incr\_priority is only called if a shorter path has been found to a completed vertex v'. By the first invariant, a shorter path cannot exist.

## icon 3:48 Notice that the first part of the invariant implies that we can use Dijkstra's algorithm a little mo…

Codings:

● Description  
● Observation

Content:

Notice that the first part of the invariant implies that we can use Dijkstra's algorithm a little more efficiently to solve the simple shortest­path problem in which we're interested only in a particular destination vertex. Once that vertex is popped from the priority queue, the traversal can be halted because its recorded distance is correct. Thus, to find the distance to a vertex v the traversal only visits the graph vertices that are at least as close to the source as v is.

## icon 3:49 Run time of Dijkstra's algorithm Every time the main loop executes, one vertex is extracted from the…

Codings:

● <->  
● Complexity  
● Description

Content:

Run time of Dijkstra's algorithm

Every time the main loop executes, one vertex is extracted from the queue. Assuming that there are V vertices in the graph, the queue may contain O(V) vertices. Each pop operation takes O(lg V) time assuming the heap implementation of priority queues. So the total time required to execute the main loop itself is O(V lg V).

## icon 3:50 In addition, we must consider the time spent in the function expand, which applies the function hand…

Codings:

● ->  
● Description  
● Mathematic  
● Operation

Content:

In addition, we must consider the time spent in the function expand, which applies the function handle\_edge to each outgoing edge. Because expand is only called once per vertex, handle\_edge is only called once per edge. It might call push(v'), but there can be at most V such calls during the entire execution, so the total cost of that case arm is at most O(V lg V). The other case arm may be called O(E) times, however, and each call to increase\_priority takes O(lg V) time with the heap implementation. Therefore the total run time is O(V lg V + E lg V), which is O(E lg V) because V is O(E) assuming a connected graph.

## icon 3:51 another more complicated priority­queue implementation called a Fibonacci heap that implements incre…

Codings:

● Aside  
● Design

Content:

another more complicated priority­queue implementation called a Fibonacci heap that implements increase\_priority in O(1) time, so that the asymptotic complexity of Dijkstra's algorithm becomes O(V lg V + E); however, large constant factors make Fibonacci heaps impractical for most uses.)
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66 Quotations:

## icon 6:1 Dijkstra's Algorithm

Codings:

● Algorithm

Content:

Dijkstra's Algorithm

## icon 6:2 In 1959 a three pages long paper entitled A Note on Two Problems in Connexion with Graphs was publis…

Codings:

● ->  
● History

Content:

In 1959 a three pages long paper entitled A Note on Two Problems in Connexion with Graphs was published in the journal Numerische Mathematik.

## icon 6:3 In this paper Edsger W. Dijkstra ­ then a twenty­nine­year­old computer scientist ­ proposed algorit…

Codings:

● Description

Content:

In this paper Edsger W. Dijkstra ­ then a twenty­nine­year­old computer scientist ­ proposed algorithms for the solution of two fundamental graph theoretic problems: the minimum weight spanning tree problem and the shortest path problem. Today Dijkstra's Algorithm for the shortest path problem is one of the most celebrated algorithms in computer science (CS) and a very popular algorithm in operations research (OR).

## icon 6:4 In the literature this algorithm is often described as a greedy algorithm.

Codings:

● <-  
● In vivo term introduction

Content:

In the literature this algorithm is often described as a greedy algorithm.

Comment:

Using context here to mean that the author is situating the algorithm in the context of Computer science.

## icon 6:5 For example, the book Algorithmics (Brassard and Bratley [1988, pp. 87­92]) discusses it in the chap…

Codings:

● Definition

Content:

For example, the book Algorithmics (Brassard and Bratley [1988, pp. 87­92]) discusses it in the chapter entitled Greedy Algorithms. The Encyclopedia of Operations Research and Management Science (Gass and Harris [1996, pp. 166­167]) describes it as a "... node labelling greedy algorithm ... " and a greedy algorithm is described as "... a heuristic algorithm that at every step selects the best choice available at that step without regard to future consequences ..." (Gass and Harris [1996, p. 264]).

## icon 6:6 Although the algorithm is very popular in the OR/MS literature, it is generally regarded as a "compu…

Codings:

● ->  
● Class

Content:

Although the algorithm is very popular in the OR/MS literature, it is generally regarded as a "computer science method".

## icon 6:7 Apparently this is due to three factors: (a) its inventor was a computer scientist (b) its associati…

Codings:

● Description

Content:

Apparently this is due to three factors: (a) its inventor was a computer scientist (b) its association with special data structures, and (c) there are competing OR/MS oriented algorithms for the shortest path problem. It is not surprising therefore that some well established OR/MS textbooks do not even mention this algorithm in their discussions on the shortest path problem (eg. Daellenbach et al [1983], Hillier and Lieberman [1990]) and those that do discuss it in that context present it in a stand­alone mode, that is, they do not relate it to standard OR/MS methods (eg. Markland and Sweigart [1987], Winston [2004]). For the same reason it is not surprising that the "Dijkstra's Algorithm" entry in the Encyclopedia of Operations Research and Management Science (Gass and Harris [1996, pp. 166­167]) does not have any reference whatsoever to dynamic programming.

## icon 6:8 One of the objectives of this module is to present a completely different portrayal of Dijkstra's Al…

Codings:

● <-  
● Meta  
● Outline

Content:

One of the objectives of this module is to present a completely different portrayal of Dijkstra's Algorithm, its origin, its role in OR/MS and CS, and its relationship to other OR/MS methods and techniques. That is, we show that at the outset Dijkstra's Algorithm was inspired by Bellman's Principle of Optimality and that, not surprisingly, technically it should be viewed as a dynamic programming successive approximation procedure.

## icon 6:9 One of the main reasons for the popularity of Dijkstra's Algorithm

Codings:

● ->  
● In vivo term introduction  
● Motivation

Content:

One of the main reasons for the popularity of Dijkstra's Algorithm

## icon 6:10 is that it is one of the most important and useful algorithms available for generating (exact) optim…

Codings:

● ->  
● Problem

Content:

is that it is one of the most important and useful algorithms available for generating (exact) optimal solutions to a large class of shortest path problems.

Comment:

This is discussing a class in the context of a problem in the context of the motivation of Dijkstra’s

## icon 6:11 The point being that this class of problems is extremely important theoretically, practically, as we…

Codings:

● ->  
● Class

Content:

The point being that this class of problems is extremely important theoretically, practically, as well as educationally.

## icon 6:12 Indeed, it is safe to say that the shortest path problem is one of the most important generic proble…

Codings:

● <->  
● Motivation

Content:

Indeed, it is safe to say that the shortest path problem is one of the most important generic problem in such fields as OR/MS, CS and artificial intelligence (AI). One of the reasons for this is that essentially any combinatorial optimization problem can be formulated as a shortest path problem. Thus, this class of problems is extremely large and includes numerous practical problems that have nothing to do with actual ("genuine") shortest path problems.

## icon 6:13 New classes of genuine shortest path problem are becoming very important these days in connection wi…

Codings:

● <->  
● Application  
● Example

Content:

New classes of genuine shortest path problem are becoming very important these days in connection with practical applications of Geographic Information Systems (GIS) such as on line computing of driving directions.

## icon 6:14 It is not surprising therefore that, for example, Microsoft has a research project on algorithms for…

Codings:

● Example

Content:

It is not surprising therefore that, for example, Microsoft has a research project on algorithms for shortest path problems.

## icon 6:15 What may surprise a bit our students is how late in the history of applied mathematics this generic…

Codings:

● <->  
● Description  
● History

Content:

What may surprise a bit our students is how late in the history of applied mathematics this generic problem became the topic of extensive research work that ultimately produced efficient solution methods. However, in many respects it is not an accident at all that this generic problem is so intimately connected to the early days of OR/MS and electronic computers. The following quote is very indicative (Moore [1959, p. 292]):

The problem was first solved in connection with Claude Shannon's maze­ solving machine. When this machine was used with a maze which had more than one solution, a visitor asked why it had not built to always find the shortest path. Shannon and I each attempted to find economical methods of doing this by machine. He found several methods suitable for analog computation, and I obtained these algorithms. Months later the applicability of these ideas to practical problems in communication and transportation systems was suggested.

For the purposes of our discussion it is sufficient to consider only the "classical" version of the generic shortest path problem. There are many others.

## icon 6:16 Consider then the problem consisting of n > 1 cities {1,2,...,n} and a matrix D representing the len…

Codings:

● <-  
● Definition

Content:

Consider then the problem consisting of n > 1 cities {1,2,...,n} and a matrix D representing the length of the direct links between the cities, so that D(i,j) denotes the length of the direct link connecting city i to city j.

## icon 6:17 The distances are not assumed to be symmetric, so D(i,j) is not necessarily equal to D(j,i)

Codings:

● caveat

Content:

The distances are not

assumed to be symmetric, so D(i,j) is not necessarily equal to D(j,i)

## icon 6:18 The objective is to find the shortest path from a given city h, called home, to a given city d, call…

Codings:

● ->  
● Definition  
● Goal

Content:

The objective is to find the shortest path from a given city h, called home, to a given city d, called destination.

## icon 6:19 The length of a path is assumed to be equal to the sum of the lengths of the links between consecuti…

Codings:

● Description

Content:

The length of a path is assumed to be equal to the sum of the lengths of the links between consecutive cities on the path. With no loss of generality we assume that h=1 and d=n.

## icon 6:20 So the basic question is: what is the shortest path from city 1 to city n?

Codings:

● Abstraction  
● Conclusion

Content:

So the basic question is: what is the shortest path from city 1 to city n?

## icon 6:21 To be able to cope easily with situations where the problem is not feasible (there is no path from c…

Codings:

● Assumption

Content:

To be able to cope easily with situations where the problem is not feasible (there is no path from city 1 to city n) we deploy the convention that if there is no direct link from city i to city j then D(i,j) is equal to infinity. Accordingly, should we conclude that the length of the shortest path from node i to node j is equal to infinity, the implication would be that there is no (feasible) path from node i to node j.

## icon 6:22 Observe that subject to these conventions, an instance of the shortest path problem is uniquely spec…

Codings:

● <-  
● Abstraction  
● In vivo term introduction

Content:

Observe that subject to these conventions, an instance of the shortest path problem is uniquely specified by its distance matrix D. Thus, this matrix can be regarded as a complete model of the problem.

## icon 6:23 As far as optimal solutions (paths) are concerned, we have to distinguish between three basic situat…

Codings:

● Cases

Content:

As far as optimal solutions (paths) are concerned, we have to distinguish between three basic situations:

An optimal solution exists.

No optimal solution exits because there are no feasible solutions.

No optimal solution exists because the length of feasible paths from city 1 to city n is unbounded from below.

## icon 6:24 Figure 1 depicts three instances illustrating these cases. The cities are represented by the nodes a…

Codings:

● Cartoon  
● Legend

Content:

Figure 1 depicts three instances illustrating these cases. The cities are represented by the nodes and the distances are displayed on the directed arcs of the graphs. In all three cases n=4. The respective distance matrices are also provided. The symbol "\*" represents infinity so the implication of D(i,j)="\*" is that there is no direct link connecting city i to city j.

## icon 6:25 By inspection we see that the problem depicted in Figure 1(a) has a unique optimal path, that is x=(…

Codings:

● Cartoon  
● Description  
● Legend

Content:

By inspection we see that the problem depicted in Figure 1(a) has a unique optimal path, that is x=(1,2,3,4), whose length is equal to 6. The problem depicted in Figure 1(b) does not have a feasible ­ hence optimal ­ solution. Figure 1(c) depicts a problem where there is no optimal solution because the length of a path from node 1 to node 4 can be made arbitrarily small by cycling through nodes 1,2 and 3. Every additional cycle will decrease the length of the path by 1.

## icon 6:26 Observe that if we require the feasible paths to be simple, namely not to include cycles, then the p…

Codings:

● In vivo term introduction  
● Observation

Content:

Observe that if we require the feasible paths to be simple, namely not to include cycles, then the problem depicted in Figure 1(c) would be bounded. Indeed, it would have a unique optimal path x=(1,2,3,4) whose length is equal to 6.

## icon 6:27 In our discussion we do not impose this condition on the problem formulation, namely we admit cyclic…

Codings:

● ->  
● Meta  
● Property

Content:

In our discussion we do not impose this condition on the problem formulation, namely we admit cyclic paths as feasible solutions provided that they satisfy the precedence constraints. Thus, x'=(1,2,3,1,2,3,4) and x"= (1,2,3,1,2,3,1,2,3,4) are feasible solutions for the problem depicted in Figure 1(c). This is why in the context of our discussion this problem does not have an optimal solution.

## icon 6:28 Let C={1,2,...,n} denote the set of cities and for each city j in C let P(j) denote the set of its i…

Codings:

● <->  
● Constituent  
● Definition  
● Mathematic

Content:

Let C={1,2,...,n} denote the set of cities and for each city j in C let P(j) denote the set of its immediate predecessors, and let S(j) denote the set of its immediate successors, namely set

P(j) = {k in C: D(k,j) < infinity} , j in C (1) S(j) = {k in C: D(j,k) < infinity} , j in C (2)

## icon 6:29 Thus, for the problem depicted in Figure 1(a), P(1)={}, P(2)={1}, P(3)={1,2}, P(4)={3}, S(1)={2,3},…

Codings:

● Example

Content:

Thus, for the problem depicted in Figure 1(a), P(1)={}, P(2)={1}, P(3)={1,2}, P(4)={3}, S(1)={2,3}, S(2)={3}, S(3)={4}, S(4)={}, where {} denotes the empty set.

## icon 6:30 Also, let NP denote the set of cities that have no immediate predecessors, and let NS denote the set…

Codings:

● <->  
● Constituent  
● Definition  
● Mathematic

Content:

Also, let NP denote the set of cities that have no immediate predecessors, and let NS denote the set of cities that have no immediate successors, that is let

NP = {j in C: P(j) = {}} (3) NS = {j in C: S(j) = {}} (4)

## icon 6:31 Thus, in the case of Figure 1(a), NP={1} and NS={4}. Obviously, if city 1 is in NS and/or city n is…

Codings:

● Example

Content:

Thus, in the case of Figure 1(a), NP={1} and NS={4}. Obviously, if city 1 is in NS and/or city n is in NP then the problem is not feasible.

## icon 6:32 For technical reasons it is convenient to assume that P(1) = {}, namely that city 1 does not have an…

Codings:

● <->  
● Description  
● Implementation

Content:

For technical reasons it is convenient to assume that P(1) = {}, namely that city 1 does not have any immediate predecessors. This is a mere formality because if this condition is not satisfied, we can simply introduce a dummy city and connect it to city 1 with a link of length 0. We can then assume that this dummy city ­ rather than city 1 ­ is the home city. This minor modelling issue is illustrated in Figure 2.

## icon 6:33 Figure 2 The two problems are equivalent in the sense that the problem of finding an optimal path fr…

Codings:

● Cartoon  
● Description  
● Example

Content:

Figure 2

The two problems are equivalent in the sense that the problem of finding an optimal path from city 1 to city 4 in Figure 2(a) is equivalent to the problem of finding an optimal path from city 1 to city 5 in Figure 2(b). There is a one to one correspondence between the feasible ­ therefore optimal ­ solutions to these two problems.

## icon 6:34 So with no loss of generality we assume that P(1)={}.

Codings:

● Conclusion

Content:

So with no loss of generality we assume that P(1)={}.

## icon 6:35 DP algorithms are inspired by the famous Bellman's [1957, p. 83] Principle of Optimality:

Codings:

● Class  
● In vivo term introduction

Content:

DP algorithms are inspired by the famous Bellman's [1957, p. 83] Principle of Optimality:

## icon 6:36 Guided by this principle, the first thing we do is generalize our shortest path problem (find an opt…

Codings:

● <->  
● Abstraction  
● Problem  
● Related

Content:

Guided by this principle, the first thing we do is generalize our shortest path problem (find an optimal path from city 1 to city n) by embedding it in a family of related problems (find an optimal path from city 1 to city j, for j=1,2,3,...,n).

Comment:

This sentence is hard to place because it uses the previously defined principle and relates it to the shortest path problem.

I think this is a sub-scoping as well

## icon 6:37 f(j) := length of the shortest path from node 1 to node j, , (5) j=1,2,3,...,n.

Codings:

● Definition  
● Mathematic

Content:

f(j) := length of the shortest path from node 1 to node j, , (5) j=1,2,3,...,n.

## icon 6:38 It is important to stress that our objective is to determine the value of f(n).

Codings:

● ->  
● Goal

Content:

It is important to stress that our objective is to determine the value of f(n).

## icon 6:39 The values of {f(j), j=1,2,...,n­1} are introduced not necessarily because we are interested in them…

Codings:

● Description  
● Mathematic

Content:

The values of {f(j), j=1,2,...,n­1} are introduced not necessarily because we are interested in them, but first and foremost because this is the way dynamic

## icon 6:40 An optimal policy has the property that whatever the initial state and initial decision are, the rem…

Codings:

● ->  
● Definition  
● In vivo term introduction  
● Property

Content:

An optimal policy has the property that whatever the initial state and initial decision are, the remaining decisions must constitute and optimal policy with regard to the state resulting from the first decision.

## icon 6:41 In any case, using the above definition of f(j), the following is one of the immediate implications…

Codings:

● Conclusion

Content:

In any case, using the above definition of f(j), the following is one of the immediate implications of the principle in the context of the short path problem:

Comment:

property might be a subs coping

## icon 6:42 Corollary 1 f(j) = D(k,j) + f(k) , for some city k in P(j) (6) for any city j such that P(j) != {},…

Codings:

● <->  
● Definition  
● Property

Content:

Corollary 1

f(j) = D(k,j) + f(k) , for some city k in P(j) (6)

for any city j such that P(j) != {}, where != denotes "not equal to".

## icon 6:43 Of course, algorithmically speaking, this result is not completely satisfactory because it does not…

Codings:

● caveat

Content:

Of course, algorithmically speaking, this result is not completely satisfactory because it does not identify precisely the value of k for which (6) holds. It merely guarantees that such a k exists and that it is an element of set P(j).

## icon 6:44 However, conceptually this is just a minor obstacle. After all, f(j) denotes the shortest distance f…

Codings:

● Conclusion

Content:

However, conceptually this is just a minor obstacle. After all, f(j) denotes the shortest distance from node 1 to node j and therefore as such it is obvious that the mysterious k on the right hand side of (6) can be identify by making the right hand side of (6) as small as possible.

## icon 6:45 Corollary 2

Codings:

● <->  
● Property

Content:

Corollary 2

## icon 6:46 f(j) = min {D(k,j) + f(k): k in P(j)} , if P(j) != {}. (!= means "not equal to") (7) f(j) = Infinity…

Codings:

● Definition  
● Mathematic

Content:

f(j) = min {D(k,j) + f(k): k in P(j)} , if P(j) != {}. (!= means "not equal to") (7) f(j) = Infinity , if P(j) = {} and j > 1. (8) f(1) = 0 , (We assume that P(1)={}). (9)

## icon 6:47 This is the dynamic programming functional equation for the shortest path problem.

Codings:

● In vivo term introduction

Content:

This is the dynamic programming functional equation for the shortest path problem.

## icon 6:48 It should be stressed that, here and elsewhere, the dynamic programming functional equation does not…

Codings:

● caveat  
● Description

Content:

It should be stressed that, here and elsewhere, the dynamic programming functional equation does not constitute an algorithm. It merely stipulates certain properties that function f defined in (5) must satisfy. Indeed, in the context of Corollary 2 it constitutes a necessary optimality condition. This point is sometime not appreciated by students in their first encounter with dynamic programming. Apparently this is a reflection of the fact that in many 'textbook examples' the description of the algorithm used to solve the functional equation is almost a carbon copy of the equation itself.

## icon 6:49 Dijkstra's Algorithm

Codings:

● <<-

Content:

Dijkstra's Algorithm

## icon 6:50 From a purely technical point of view Dijkstra's Algorithm can be described as an iterative procedur…

Codings:

● Aside  
● Description  
● Pedagogical

Content:

From a purely technical point of view Dijkstra's Algorithm can be described as an iterative procedure inspired by (6) that repeatedly attempts to improve an initial approximation {F(j)} of the (exact) values of {f(j)}. The initial approximation is simply F(1)=0 and F(j)=infinity for j=2,...,n.

## icon 6:51 Each city (node) is processed exactly once according to an order to be specified below. City 1 is pr…

Codings:

● Description

Content:

Each city (node) is processed exactly once according to an order to be specified below. City 1 is processed first. A record (set) is kept of the cities that are yet to be processed, call it U. So initially U = C = {1,...,n}.

## icon 6:52 When city k is processed the following task is performed: Update F: set F(j) = min{F(j),D(k,j) + F(k…

Codings:

● ->  
● Definition  
● Mathematic  
● Operation

Content:

When city k is processed the following task is performed:

Update F: set F(j) = min{F(j),D(k,j) + F(k)}, for all j in U/\S(k) (10)

## icon 6:53 where A/\B denotes the intersection of sets A and B. Recall that S(j) denotes the set of immediate s…

Codings:

● Description

Content:

where A/\B denotes the intersection of sets A and B. Recall that S(j) denotes the set of immediate successors of city j. Thus, when city k is processed, the {F(j)} values of its immediate successors that have not yet been processed are updated in accordance with (10).

## icon 6:54 To complete the informal description of the algorithm it is only necessary to specify the order in w…

Codings:

● <->  
● Description  
● Operation

Content:

To complete the informal description of the algorithm it is only necessary to specify the order in which the cities are processed. This is not difficult: the next city to be processed is one whose F(j) value is the smallest over all the unprocessed cities:

## icon 6:55 Update k: k = arg min {F(j): j in U} (11)

Codings:

● Definition  
● Mathematic

Content:

Update k: k = arg min {F(j): j in U} (11)

## icon 6:56 Thus, initially U = {1,...,n} and then after city k is processed it is immediately deleted from U.

Codings:

● Description

Content:

Thus, initially U = {1,...,n} and then after city k is processed it is immediately deleted from U.

## icon 6:57 Note that "arg min {F(j): j in U}" denotes the value of j in U, call it k, such that F(k) = min {F(j…

Codings:

● caveat

Content:

Note that "arg min {F(j): j in U}" denotes the value of j in U, call it k, such that F(k) = min {F(j): j in U}. That is, the new value of k is an element of U such that F(k) = min {F(j): j in U}.

## icon 6:58 Update U: U = U\{k} (12)

Codings:

● Definition  
● Mathematic

Content:

Update U: U = U\{k} (12)

## icon 6:59 We note in passing that the reason that Dijkstra's Algorithm is regarded as a Greedy method lies in…

Codings:

● Aside  
● Description  
● Implication

Content:

We note in passing that the reason that Dijkstra's Algorithm is regarded as a Greedy method lies in the rule it deploys, (11), to select the next city to be processed: the next city to be processed is the one that is nearest to city 1 among all cities that are yet to be processed.

## icon 6:60 The stopping rule is simple: Stop when the destination city ­ in our case city n ­ is about to be pr…

Codings:

● <-  
● Description  
● In vivo term introduction

Content:

The stopping rule is simple: Stop when the destination city ­ in our case city n ­ is about to be processed. If the objective is to find the shortest path from node 1 to all other cities, then we stop when all the cities have been processed.

## icon 6:61 The following module was designed to illustrate how the algorithm works. The objective is to find th…

Codings:

● Cartoon  
● Example  
● Goal  
● Pedagogical

Content:

The following module was designed to illustrate how the algorithm works. The objective is to find the shortest paths from the red node (origin) to all other nodes.

## icon 6:62 Observe that the updated {F(j)} values are displayed inside the respective nodes.

Codings:

● ->  
● Observation  
● State

Content:

Observe that the updated {F(j)} values are displayed inside the respective nodes.

## icon 6:63 A color scheme is used to indicate which nodes have been processed, which node is being processed an…

Codings:

● Example  
● Legend

Content:

A color scheme is used to indicate which nodes have been processed, which node is being processed and so on. As the nodes are being processed, the optimal arcs are identified and highlighted.

## icon 6:64 A full explanation is provided below. Note that the nodes are not labeled so it is tempting to displ…

Codings:

● Cartoon  
● Description  
● Example

Content:

A full explanation is provided below. Note that the nodes are not labeled so it is tempting to display the F(j) values on the nodes themselves. If the nodes are labeled, their F(j) values can be displayed nearby, say just above or just below the nodes.

## icon 6:65 Unprocessed network. Initialization: U = set of all nodes except the origin, F(origin)=0, F(j)=infin…

Codings:

● Cases  
● Example

Content:

Unprocessed network.

Initialization: U = set of all nodes except the origin, F(origin)=0, F(j)=infinity for all other nodes.

## icon 6:66 so the F(j) values of its two immediate successors (gold nodes) are updated according to (10).

Codings:

● Description  
● Example  
● Observation

Content:

so the F(j) values of its two immediate successors (gold nodes) are updated according to (10).

Comment:
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Codings:

● <->  
● Operation  
● Proposal

Content:
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Codings:

● <->  
● Definition  
● Mathematic  
● Problem

Content:
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Codings:

● Definition  
● Mathematic

Content:
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Codings:

● Property

Content:

1Ë ÅcÏ^ÂCÀ-Î Í Ì¬Ã;Ë^ÅÊÉeÀ ÈKÈoÃÇÆ Å2Ä Ã^ÂKÂCÀÁ
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Codings:

● Assumption

Content:
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Codings:

● Algorithm

Content:
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## icon 12:7 R q u 6 q K \z qyw URq \ u}`~u}r|I{\z%xyw.v 9t\ usqrpMl6hon m[l 2k. ijh g

Codings:

● Code  
● Definition

Content:
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Codings:

● Cartoon

Content:

10 10 99
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Codings:

● Description  
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Content:
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Codings:

● Description

Content:

çX%ÕKH E^S9X-E^]GN\ZKS9XïW `X\ZbY6X`X2\_ïP%NjV Z9XKSyabS\QOS?ê6Q>N ́ \VyêFXK]GN?U2X%NTQKS{{Q%N J\Q%Õ ê$]%N 6V^L2W6V9 ́ PGN9XK]%NTQ^L ]ÓFXK]GN SjVí]%N Õ+X%N%ÕTQK]IECEPÊ(\*QGNJ TQ%Õ ê7]GNjV^L{;XK]GNß S9X K]-æCf XGÕKH\ZïP X9XIEa{N6V ZOSRP[\_RP%ÕGÕjVW+X%NjVÊJRP%NïWKH;X%Õ\Q ê.X CêjQ-NOH\Q Y^SjV¤QGNbSïP×EuÕ+XbY^SjVëdEíLjV^]GÕ9X^LS+X K]%N SRP>E P;NRPrXIE ÕKH\Q ́"êjQa|()X[Y[QKS V ÊQ%NMQTZ7QGN ×E6X2\_9V6XRW;NIE Õ^Ô×NjVí]%N QGN ÛÁ]GNjV^L;Õ9XGN%Õ\QO]IE WjV9 ́ P%N9XK]GN\Q^L ]7V;E PrX%Õ9XO]%N XIE Q^LKLKH2 f SRP QGN J\Q%Õ ê ]GNjV^L1NIE6XGN%Õ\QO]IE XO]}%N2 y{>E P a ñQGN>N ́6X^LIEçX%Õ ]GNRP>dK ý¶¤ »^ ̧ SRP JÇEP»^ ̧ X E2QK]>dK Q%NJ\QaGÕ êñ]%N6V^L;NIE6XGN%Õ\QO]IE XO]%N?f2XfcPK Ò

± ¶ 1⁄4 »^ ̧ SïPMJ ± 1⁄4Ka »^ ̧^ 1⁄4 L\Q2QRWya XïWRPK]>dFX1⁄4O]ía%N êjQMSTQRP%N6VuÕ9X aGNRP$]%Nya\o?Õ9XGN êçV;N6V^]%NFX2\_6QGÕKL QGN>NbS6V>dFXedb a d6Q×Ö

## icon 12:11 bY EP^HïWIE ́6X^SK]RPGN\Q>NTQ^LKS ]>E6X`X2QK]bYGN S \Q d$Y9X6XKSIETV SÓRP E Õ\Q E%E6X ́çXbY6X…

Codings:

● Cases  
● Description  
● Mathematic

Content:

bY EP^HïWIE ́6X^SK]RPGN\Q>NTQ^LKS ]>E6X`X2QK]bYGN S \Q d$Y9X6XKSIETV SÓRP E Õ\Q E%E6X ́çXbY6X%ÕOLoWïWjV ̄]%NïP>d μ$Q%N JTQ%Õ ê ]%N6V^LFNIEçX%N%ÕTQK]IE¤XO]%NFN1⁄4KHÓ> μ}a{Xa\ZbYçXS6VFE PrX%Õ9XK]-æ;U PRPïP{X E\V

f E P E6XK]GN\Q^L ] XK]GN$S\Q7Y6X E\VÓY6XGNKHKLMJTQ ́ WGN ́6X%Õ GÕ\Q ́>EP ̄ Üd9XKSFXK]GN Q%NeN ́6X^LIE6XGÕM]%N ïP>d} {μ»^ ̧K S+XK]-æCfEçXbY^HRW. ́ ^SRP{ Üd9X KS

%

SïP"EuÕTQIEGE6X ́6XbYçX%ÕKL WRWjVÊ]%NRP>d[ μ Q%NJTQ%Õ êM]%N6V^L-N E6X%NGÕ\QK] E`XK]GNÊYíSjV μ1⁄4aXTZbY6X$SjVeE PaFXGÕ9XK]-æ UPRPX E\V f2XKHGÕ%N-EPJïPjV W. ́>E PK]GNK E P E6XK]GN\Q^L ]`XK]%N Ó S+XK]-æCf μ}a{X\ZbY6X¤QKS-EPFX%Õ9XO]-æCU P{X E\V

{ f E6X E\V9 ́ %&X%ÕjVX%Õ9XK

## icon 12:12 æefe d9XKS{Q%N>N ́6X^L E6X%Õ$]%NïP>d ¶^ μ S 6VFÕTQ êb μ{MQGN J\Q%Õ ê ]%NjVíL×N E6X%…

Codings:

● Description

Content:

æefe d9XKS{Q%N>N ́6X^L E6X%Õ$]%NïP>d ¶^ μ S 6VFÕTQ êb μ{MQGN J\Q%Õ ê ]%NjVíL×N E6X%NGÕ\QK] E`XK]%N êjQ-N[]\ZïP9X-d1XK]%N-E P μ »^ ̧^ L\Q2QïWca XïWRPK]>d1XK]%N êjQ$S\QïP%N6V uÕ9X }GNRP {$]%N`~ya Ù $ XO]%N Õ+X%N êçVNjV^]GN@X2\_6QGÕKLMQ%N;N[SjV>d rX} {#f`~e d9XKSrXK]%N$Y6XRWïW1⁄4jV9 ́;E P Y6X[YKY\V]%NRP >d} {MXO]`~-æ>fμ »^ ̧ ̄SjVí]%N Õ+X%NjVçX%Õ\Z-EPμ»^ ̧ Y W\Q`XK]GN ê Pμ »^ ̧ Uμ»^ ̧;E\V YçX%N jVOY2LOHañY^S6Vμ »^ ̧a ]%NïP>d1⁄47Y6XKaGÕjV^LMJTQ{ ́

XGÕjV» oc ̧F·1⁄4 ¶ μFE6XbY[QOSoWïWjVëêjQ>Ea6XKHïWjVT\_1⁄4íaμ»^ ̧ Y WTQ1⁄4 XK]%N Y^S6VK XMJRPGN XMJ6V%E¡XK]a%NFN6V 1⁄4KaJ\QGÕ ê Y çX%N9XïW9XbY{ Y^S6V Q%N1⁄4[SKaRPMY6X[Y^HRW ́íSRPÓ×EP î¶M »^ ̧ SRP1⁄4MJ »^ ̧rNjV^]GN ]u ́^HIE ̈ ÁSïPX[Y[QKS2 STQRP%N6VuÕ9XGNRP ]GNca Ù © qyw" b XO]%N Sc!fe ñY WTQ`XK]%N`XS\Q±ïP%N6VuÕ9XGNRP1⁄4$]%Nya7 XK]%N$SïP1⁄4 Yía6X J%Õ\Q ê ̄ ×N9X ErXK]%N>N9XÑafTÙ 7oCÕ9XbYPIE^STQ .

## icon 12:13 fTÙ 7o\ E^S\QïP%NjV Õ9X%NïPMoCÕ9X%N ê9V>EKY WTQK]FV$JMJ9XïW`XK]%NrXIE2Q^LKLOH2 v q+…

Codings:

● Proposal

Content:

fTÙ 7o\ E^S\QïP%NjV Õ9X%NïPMoCÕ9X%N ê9V>EKY WTQK]FV$JMJ9XïW`XK]%NrXIE2Q^LKLOH2 v q+vG ^óôw\ õ

## icon 12:14 2X2\_RPGNjV Z9XKSyabS\QKS`XGÕjV>EuN[]\ZïP9X-d`XTZbY6X WRW6V;NjV^]GN×N. ́\Vyê FXK]%N QGN`XKHbY ¶…

Codings:

● Cases  
● Description  
● Mathematic

Content:

2X2\_RPGNjV Z9XKSyabS\QKS`XGÕjV>EuN[]\ZïP9X-d`XTZbY6X WRW6V;NjV^]GN×N. ́\Vyê FXK]%N QGN`XKHbY ¶ »^ ̧ SïPMJ »^ ̧>E N ́Ó P[Y\VuÕGNbSTQ ́ fEP2XK]KHïW%NjVT\_ Y^SM ̧6V>N? IEEçXçXRWRW\Z6VbY6X$JIE$Q¡XedINK]%N`N E ]\V%NïP6XïW>d@N6VX¤XbY2\_9V[Q^]KSFNFÕIETQ êíH 7J}aß y{QÒGN J»\Q^ ̧GÕ ê2 X TZ bY6X X±K]`XRW%NTZ¤XKSIERPP E>d1⁄4MV%Õ9X K] ÓGN\Q rNjVJ^]TQGN%Õ ê1⁄47XFXKa ERW^HÓjVV9 ́^]çXu ́\V6XEPGÕEP K] ̄S-æRP

E6XbY[QOS WïWjVrZKSTQMJjV2 X%Õ\Q J%Õ9XK]GN%ÕaKH f2Y6XGNKHKLMJaTQ ́ W%N ́çX%Õ1⁄4%ÕKaTQ ́`XGÕjV ̄ ¤Q%NCN ́6X^LIEçX%ÕM]GNRP>d© ñSïP"E6X[Y[QKS-ÕTQ êEC êjQ-E Nb]TZRP9Xed XK]-æef ± Ü 3⁄4Y^S6V ± Á 2 LTQ2QRWya XRWïPK]>d XO]%NCê6QñSTQRPGNjVuÕ+X%NRP>N EuÕ^Ô`XK]%NeÕ9X%N ê>D 6vjz

## icon 12:15 fbV JMJ 9XRW`X{K]GNCêjQ>NGÕjV^L;NIE Õ^Ô

Codings:

● Conclusion

Content:

fbV JMJ 9XRW`X{K]GNCêjQ>NGÕjV^L;NIE Õ^Ô

## icon 12:16 fS\QRPGN ́^HbYíSRP ÓVMJMJ+XRW-E PO]%N`X2\_6Q%ÕKL`X ̄ 3i i6h

Codings:

● Cases  
● Proof

Content:

fS\QRPGN ́^HbYíSRP ÓVMJMJ+XRW-E PO]%N`X2\_6Q%ÕKL`X ̄ 3i i6h

## icon 12:17 f ZRW9ä {#$E P-EWRW6V9 ́q ̄® w 2z%xyw­C«?WRW6VFÕTQ êÇX JRP%N W6VuNTQ%N`XK]%N2 XMJRPGN…

Codings:

● Description

Content:

f ZRW9ä {#$E P-EWRW6V9 ́q ̄® w 2z%xyw­C«?WRW6VFÕTQ êÇX JRP%N W6VuNTQ%N`XK]%N2 XMJRPGN ZïW{#$E6X2 VuNM]u ́ PK]>d{ X ́íS\Q q ̄® w 2zGxcw­C«7EWRWjV+ ́ ]þ ́TV6X? EPLTQ2QRWya XRWïPK]>d$XK]%N1êjQ`E^S\QïP%N6VuÕ9XGNRP1êjQ Õ+XÓJKH[SMXK]GNMX ́^SïP2 "

## icon 12:18 PMS\QïP%N6VuÕ9XGNRP>NIETV W`XK]-æCf.E^S\QïP%NjV Õ9X%NïP ÕTQ ê"E^SKHGÕñLTQ2QRWya XRWïPK]Ó…

Codings:

● Description  
● Proof

Content:

PMS\QïP%N6VuÕ9XGNRP>NIETV W`XK]-æCf.E^S\QïP%NjV Õ9X%NïP ÕTQ ê"E^SKHGÕñLTQ2QRWya XRWïPK]Ó>d`XK]-æCf ̄¶Mμ>E6XbY[QKSf WïW9NjV[SjV;ÕKY\Q ê^S OHμbY}6Xß %Õy{ ÒWRW 6V^H%Nμ». ́\V^ ̧Ó

E^STQRPGNjVuÕ+X%NRP;Ù !Õ9XGN êÇD?f.E^S\QïP%NjV Õ9X%NïPCÕ9X%N6V W¤SRP Y6X\ZKS6V^]u ́FXN\QKSOWRWRP>d EuN[]\ZRP+X-d;XIE6XK]-æ f2YçX%NKH KL J\Q ́i S1⁄4 i9X6h9X X2\_çVí]-E6XbY[QKSFÙ oCÕTQ êÊ]GNjV^L>N E6X%NGÕ\QK] E êjQCEuN[]\ZRP+X-db S\QRPGNjV Õ9X%NïPñ]GNca\o>XO]%N-Õ+X%N êçV^ Ù V$JMJ+X Ñ 3

## icon 12:19 ¶7μv% R \z`x2 +ö μ}2 c{Ò μ»^ ̧ó wRqøv% Iw\zq ÷ x. wC > Gxb 2 +v z~ qcw. +ö2w[óq. ø…

Codings:

● Proposal

Content:

¶7μv% R \z`x2 +ö μ}2 c{Ò μ»^ ̧ó wRqøv% Iw\zq ÷ x. wC > Gxb 2 +v z~ qcw. +ö2w[óq. ø j qyw\z óôwRqø r } { |îóõzGx 1⁄4 Iw. G þx q z .x z%xyw.v9tusqrp÷Oó wRq.x2 ; ü ú[l6h i[l £

## icon 12:20 gKûbl £u!

Codings:

● ->  
● Implementation

Content:

gKûbl £u!

## icon 12:21 ÍC ÆÌ ÅcÏ; ÃIÍ1 Ð>ÀÁ¿ÃÐ%Ï

Codings:

● <->  
● Complexity

Content:

ÍC ÆÌ ÅcÏ; ÃIÍ1 Ð>ÀÁ¿ÃÐ%Ï

## icon 12:22 EP ­zÿ u F1⁄2 Q%N;E{ WRW6V9 ́eWRW6Vq Õ ̄®TQ ê w @X2zGxMJcwïP%NCWjV N\QGNð V Õ%Õ6VÁS6V@EP…

Codings:

● Description

Content:

EP ­zÿ u F1⁄2 Q%N;E{ WRW6V9 ́eWRW6Vq Õ ̄®TQ ê w @X2zGxMJcwïP%NCWjV N\QGNð V Õ%Õ6VÁS6V@EP Fê P`XMJRPGN Ù{# EçX2 V{uN XOHRWjVT\_ Xq2 ̄®V w Z OS2zRPGxIEcwTV6X%Õ. ́6XbY

## icon 12:23 û6h6hKû¤hKû[lo ¥ ¦ ̄û m[l6 lÁú[l ¦og ú ¥ ¥

Codings:

● <->  
● Implementation

Content:

û6h6hKû¤hKû[lo ¥ ¦ ̄û m[l6 lÁú[l ¦og ú ¥ ¥

## icon 12:24 Quotation 12:24

Codings:

● Cartoon

Content:
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20 Quotations:

## icon 9:1 Dijkstra’s Algorithm for SSSP

Codings:

● Algorithm

Content:

Dijkstra’s Algorithm for SSSP

## icon 9:2 The crux of Dijkstra’s algorithm is the following lemma, which suggests prioritiy values to use and…

Codings:

● Description

Content:

The crux of Dijkstra’s algorithm is the following lemma, which suggests prioritiy values to use and guarantees that such a priority setting will lead to the weighted shortest paths.

## icon 9:3 Lemma 1.1. Consider a (directed) weighted graph G = (V, E), w : E → + ∪ {0} with no negative edge w…

Codings:

● Description  
● Mathematic  
● Property

Content:

Lemma 1.1. Consider a (directed) weighted graph G = (V, E), w : E → + ∪ {0} with no negative edge weights, a source vertex s and an arbitrary distance value d ∈ + ∪ {0}. Let X = X ′ ∪ X ′′ , where X′={v∈V :δ(s,v)<d}bethesetofverticesthatarelessthandfroms,X′′ ⊆{v∈V :δ(s,v)=d} be the set of vertices that are exactly d from s. Also, let d′ = min{δ(s,u) : u ∈ V \ X} be the nearest distance greater than or equal to d. Then, if V \ X ̸= , there must exist a vertex u such that δ(s, u) = d′ and a shortest path to u that only goes through vertices in X .

## icon 9:4 Proof. Let Y = {v ∈ V : δ(s, v) = d′} be all vertices at distance exactly d′. Note that the set Y is…

Codings:

● Proof

Content:

Proof. Let Y = {v ∈ V : δ(s, v) = d′} be all vertices at distance exactly d′. Note that the set Y is nonempty by definition of d′ and since V \ X ̸= .

## icon 9:5 Pick any y ∈ Y . We’ll assume for a contradiction that that all shortest paths to y go through some…

Codings:

● Proof

Content:

Pick any y ∈ Y . We’ll assume for a contradiction that that all shortest paths to y go through some vertexinZ=V\(X∪Y)(i.e.,outsideofbothX andY). Butforallz∈Z,d(s,z)>d′. Thus,it must be the case that d(s, y) ≥ d(s,z) > d′ because all edge weights are non-negative. This is a contradiction. Therefore, there exists a shortest path from s to y that uses only the vertices in X ∪ Y . Since s ∈ X and the path ends at y ∈ Y , it must contain an edge v ∈ X and u ∈ Y . The first such edge has the property that a shortest path to u only uses X ’s vertices, which proves the lemma.

## icon 9:6 This suggests an algorithm that by knowing X, derives d′ and one such vertex u.

Codings:

● Implication

Content:

This suggests an algorithm that by knowing X, derives d′ and one such vertex u.

## icon 9:7 Indeed, X is the set of explored vertices, and we can derive d′ and a vertex u attaining it by compu…

Codings:

● Description

Content:

Indeed, X is the set of explored vertices, and we can derive d′ and a vertex u attaining it by computing
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min{d(s, x) + w(xu) : x ∈ X,u ∈ NG(x)}. Notice that the vertices we’re taking the minimum over is simply NG(X).

## icon 9:8 In the pseudocode shown below Dijkstra’s algorithm basically operates on three data structures: (1)…

Codings:

● <->  
● Constituent  
● Description

Content:

In the pseudocode shown below Dijkstra’s algorithm basically operates on three data structures: (1) a structure for the graph itself, (2) a dictionary to maintain the shortest path distance to each vertex that has already been visited, and (3) a priority queue to hold the upper bound distances of vertices that are neighbors of the visited vertices. The priority queue makes finding the minimum distance in NG(X) fast.

## icon 9:9 This version of Dijkstra’s algorithm differes somewhat from another version that is sometimes used.

Codings:

● <->  
● Algorithm  
● Related

Content:

This version of Dijkstra’s algorithm differes somewhat from another version that is sometimes used.

## icon 9:10 First, the relax function is often implemented as a decreaseKey operation.

Codings:

● ->  
● Description  
● Operation

Content:

First, the relax function is often implemented as a decreaseKey operation.

## icon 9:11 In our algorithm, we simply add in a new value in the priority queue. Although this causes the prior…

Codings:

● Contrast

Content:

In our algorithm, we simply add in a new value in the priority queue. Although this causes the priority queue to contain more entries, it doesn’t affect the asympotic complexity and obviates the need to have the decreaseKey operation, which can be tricky to support in many priority queue implementations.

## icon 9:12 Second, since we keep multiple distances for a vertex, we have to make sure that only the shortest-p…

Codings:

● Description

Content:

Second, since we keep multiple distances for a vertex, we have to make sure that only the shortest-path distance is registered in our answer. We can show inductively through the lemma we proved already that the first time we see a vertex v (i.e., when deleteMin returns that vertex) gives the shortest path to v. Therefore, all subsequence occurences of this particular vertex can be ignored. This is easy to support because we keep the shortest-path distances in a dictionary which has fast lookup.

## icon 9:13 fun dijkstra(G,s)= let

Codings:

● <-  
● Code  
● Definition

Content:

fun dijkstra(G,s)= let

## icon 9:14 dijkstra

Codings:

● <-

Content:

dijkstra

## icon 9:15 The PQ.insert in Line 14 is called only once, so we can ignore it. Of the remaining operations, Line…

Codings:

● Description

Content:

The PQ.insert in Line 14 is called only once, so we can ignore it. Of the remaining operations, Lines 10 and 11 are on the graph, Lines 7 and 12 are on the table of visited vertices, and Lines 4 and 9 are on the priority queue. For the priority queue operations, we have only discussed one cost model, which for a queue of size n requires O(log n) for each of PQ.insert and PQ.deleteMin. We have no need for a meld operation here. For the graph, we can either use a tree-based table or an array to access the neighbors1 There is no need for single threaded array since we are not updating the graph.

## icon 9:16 For the table of distances to visited vertices we can use a tree table, an array sequence, or a sing…

Codings:

● ->  
● Description  
● Design

Content:

For the table of distances to visited vertices we can use a tree table, an array sequence, or a single threaded array sequences.

## icon 9:17 The following table summarizes the costs of the operations, along 1We could also use a hash table, b…

Codings:

● ->  
● Complexity

Content:

The following table summarizes the costs of the operations, along

1We could also use a hash table, but we have not yet discussed them.
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## icon 9:18 need to consider the sequential execution of the calls.

Codings:

● Table

Content:

need to consider the sequential execution of the calls.

## icon 9:19 We can calculate the total number of calls to each operation by noting that the body of the let star…

Codings:

● Description

Content:

We can calculate the total number of calls to each operation by noting that the body of the let starting on Line 8 is only run once for each vertex. This means that Lines 10 and 12 are only called O(n) times. Everything else is done once for every edge.

Based on the table one should note that when using either tree tables or single threaded arrays the cost is no more than the cost of the priority queue operations. Therefore there is no asymptotic advantage of using one over the other, although there might be a constant factor speedup that is not insignificant. One should also note that using regular purely functional arrays is not a good idea since then the cost is dominated by the insertions and the algorithm runs in Θ(n2) work.

The total work for Dijkstra’s algorithm using a tree table O(m log m + m log n + m + n log n) = O(m log n) since m ≤ n2.

Comment:

The <- pops out of the complexity sub scoping. Then Algorithm dominates the Constituent scoping, then -> subscopes to complexity

## icon 9:20 Quotation 9:20

Codings:

● Cartoon

Content:
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39 Quotations:

## icon 4:1 Lecture 6: Divide and Conquer and MergeSort

Codings:

● Algorithm

Content:

Lecture 6: Divide and Conquer and MergeSort

## icon 4:2 You divide your enemies (by getting them to distrust each other) and then conquer them piece by piec…

Codings:

● ->  
● Class  
● Description  
● In vivo term introduction

Content:

You divide your enemies (by getting them to distrust each other) and then conquer them piece by piece. This is called divide-and-conquer. In algorithm design, the idea is to take a problem on a large input, break the input into smaller pieces, solve the problem on each of the small pieces, and then combine the piecewise solutions into a global solution. But once you have broken the problem into pieces, how do you solve these pieces? The answer is to apply divide-and-conquer to them, thus further breaking them down. The process ends when you are left with such tiny pieces remaining (e.g. one or two items) that it is trivial to solve them

## icon 4:3 Summarizing, the main elements to a divide-and-conquer solution are • Divide (the problem into a sma…

Codings:

● Description  
● Summary

Content:

Summarizing, the main elements to a divide-and-conquer solution are

• Divide (the problem into a small number of pieces), • Combine (the pieces together into a global solution).

## icon 4:4 There are a huge number computational problems that can be solved efficiently using divide-and- conq…

Codings:

● ->  
● Description  
● Motivation

Content:

There are a huge number computational problems that can be solved efficiently using divide-and- conquer. In fact the technique is so powerful, that when someone first suggests a problem to me, the first question I usually ask (after what is the brute-force solution) is “does there exist a divide-and- conquer solution for this problem?”

## icon 4:5 Analyzing the running times of recursive programs is rather tricky, but we will show that there is a…

Codings:

● <->  
● Complexity  
● In vivo term introduction

Content:

Analyzing the running times of recursive programs is rather tricky, but we will show that there is an elegant mathematical concept, called a recurrence, which is useful for analyzing the sort of recursive programs that naturally arise in divide-and-conquer solutions.

## icon 4:6 For the next couple of lectures we will discuss some examples of divide-and-conquer algorithms, and…

Codings:

● Meta

Content:

For the next couple of lectures we will discuss some examples of divide-and-conquer algorithms, and how to analyze them using recurrences.

## icon 4:7 MergeSort: The first example of a divide-and-conquer algorithm which we will consider is perhaps the…

Codings:

● <<-  
● Description

Content:

MergeSort: The first example of a divide-and-conquer algorithm which we will consider is perhaps the best known. This is a simple and very efficient algorithm for sorting a list of numbers, called MergeSort.

## icon 4:8 We are given an sequence of n numbers A, which we will assume is stored in an array A[1 . . . n].

Codings:

● Description  
● Mathematic

Content:

We are given an sequence of n numbers A, which we will assume is stored in an array A[1 . . . n].

## icon 4:9 The objective is to output a permutation of this sequence, sorted in increasing order.

Codings:

● ->  
● Description  
● Goal

Content:

The objective is to output a permutation of this sequence, sorted in increasing order.

## icon 4:10 How can we apply divide-and-conquer to sorting? Here are the major elements of the MergeSort algorit…

Codings:

● Description

Content:

How can we apply divide-and-conquer to sorting? Here are the major elements of the MergeSort

algorithm.

## icon 4:11 Conquer: Sort each subsequence (by calling MergeSort recursively on each).

Codings:

● <->  
● Description  
● In vivo term introduction  
● Operation

Content:

Conquer: Sort each subsequence (by calling MergeSort recursively on each).

## icon 4:12 Divide: Split A down the middle into two subsequences, each of size roughly n/2.

Codings:

● ->  
● Description  
● In vivo term introduction  
● Operation

Content:

Divide: Split A down the middle into two subsequences, each of size roughly n/2.

## icon 4:13 Combine: Merge the two sorted subsequences into a single sorted list.

Codings:

● <->  
● Description  
● In vivo term introduction  
● Operation

Content:

Combine: Merge the two sorted subsequences into a single sorted list.

## icon 4:14 The dividing process ends when we have split the subsequences down to a single item. An sequence of…

Codings:

● <-  
● Description

Content:

The dividing process ends when we have split the subsequences down to a single item. An sequence of length one is trivially sorted. The key operation where all the work is done is in the combine stage, which merges together two sorted lists into a single sorted list. It turns out that the merging process is quite easy to implement.

## icon 4:15 The following figure gives a high-level view of the algorithm.

Codings:

● Cartoon  
● Example

Content:

The following figure gives a high-level view of the algorithm.

## icon 4:16 The “divide” phase is shown on the left. It works top-down splitting up the list into smaller sublis…

Codings:

● Cartoon  
● Description  
● Legend

Content:

The “divide” phase is shown on the left. It works top-down splitting up the list into smaller sublists. The “conquer and combine” phases are shown on the right. They work bottom-up, merging sorted lists together into larger sorted lists.

## icon 4:17 MergeSort: Let’s design the algorithm top-down.

Codings:

● Description

Content:

MergeSort: Let’s design the algorithm top-down.

## icon 4:18 We’ll assume that the procedure that merges two sorted list is available to us. We’ll implement it l…

Codings:

● Assumption

Content:

We’ll assume that the procedure that merges two sorted list is available to us. We’ll implement it later.

## icon 4:19 Because the algorithm is called recursively on sublists, in addition to passing in the array itself,…

Codings:

● Description

Content:

Because the algorithm is called recursively on sublists, in addition to passing in the array itself, we will pass in two indices, which indicate the first and last indices of the subarray that we are to sort. The call MergeSort(A, p, r) will sort the subarray A[p..r] and return the sorted result in the same subarray.

## icon 4:20 Here is the overview. If r = p, then this means that there is only one element to sort, and we may r…

Codings:

● Description  
● Mathematic

Content:

Here is the overview. If r = p, then this means that there is only one element to sort, and we may return immediately. Otherwise (if p < r) there are at least two elements, and we will invoke the divide-and- conquer. We find the index q, midway between p and r, namely q = (p + r)/2 (rounded down to the nearest integer). Then we split the array into subarrays A[p..q] and A[q + 1..r]. (We need to be careful here. Why would it be wrong to do A[p..q − 1] and A[q..r]? Suppose r = p + 1.) Call MergeSort recursively to sort each subarray. Finally, we invoke a procedure (which we have yet to write) which merges these two subarrays into a single sorted array.

## icon 4:21 MergeSort(array A, int p, int r) { if (p < r) { q = (p + r)/2…

Codings:

● Code  
● Definition

Content:

MergeSort(array A, int p, int r) {

if (p < r) {

q = (p + r)/2

MergeSort(A, p, q)

MergeSort(A, q+1, r)

Merge(A, p, q, r)

} }

## icon 4:22 Merging: All that is left is to describe the procedure that merges two sorted lists.

Codings:

● ->  
● Operation

Content:

Merging: All that is left is to describe the procedure that merges two sorted lists.

## icon 4:23 Merge(A, p, q, r) assumes that the left subarray, A[p..q], and the right subarray, A[q + 1..r], have…

Codings:

● Description

Content:

Merge(A, p, q, r) assumes that the left subarray, A[p..q], and the right subarray, A[q + 1..r], have already been sorted.

## icon 4:24 We merge these two subarrays by copying the elements to a temporary working array called B.

Codings:

● Description

Content:

We merge these two subarrays by copying the elements to a temporary working array called B.

## icon 4:25 For convenience, we will assume that the array B has the same index range A, that is, B[p..r]. (One…

Codings:

● caveat

Content:

For convenience, we will assume that the array B has the same index range A, that is, B[p..r]. (One nice thing about pseudocode, is that we can make these assumptions, and leave them up to the programmer to figure out how to implement it.)

## icon 4:26 We have to indices i and j, that point to the current elements of each subarray. We move the smaller…

Codings:

● Description  
● Mathematic

Content:

We have to indices i and j, that point to the current elements of each subarray. We move the smaller element into the next position of B (indicated by index k) and then increment the corresponding index (either i or j). When we run out of elements in one array, then we just copy the rest of the other array into B. Finally, we copy the entire contents of B back into A. (The use of the temporary array is a bit unpleasant, but this is impossible to overcome entirely. It is one of the shortcomings of MergeSort, compared to some of the other efficient sorting algorithms.)

## icon 4:27 In case you are not aware of C notation, the operator i++ returns the current value of i, and then i…

Codings:

● Aside

Content:

In case you are not aware of C notation, the operator i++ returns the current value of i, and then increments this variable by one.

## icon 4:28 array B[p..r] i=k=p j = q+1 while (i <= q and j <= r) { // initialize pointers // while both subarra…

Codings:

● Code  
● Definition

Content:

array B[p..r]

i=k=p

j = q+1

while (i <= q and j <= r) {

// initialize pointers

// while both subarrays are nonempty

// copy from left subarray

// copy from right subarray

// copy any leftover to B //copyBbacktoA

else B[k++] = A[j++]

}

while (i <= q) B[k++] = A[i++]

while (j <= r) B[k++] = A[j++]

for i = p to r do A[i] = B[i]

## icon 4:29 This completes the description of the algorithm. Observe that of the last two while-loops in the Mer…

Codings:

● Pedagogical  
● Solicitation

Content:

This completes the description of the algorithm. Observe that of the last two while-loops in the Merge procedure, only one will be executed. (Do you see why?)

## icon 4:30 If you find the recursion to be a bit confusing. Go back and look at the earlier figure. Convince yo…

Codings:

● Solicitation

Content:

If you find the recursion to be a bit confusing. Go back and look at the earlier figure. Convince yourself that as you unravel the recursion you are essentially walking through the tree (the recursion tree) shown in the figure. As calls are made you walk down towards the leaves, and as you return you are walking up towards the root. (We have drawn two trees in the figure, but this is just to make the distinction between the inputs and outputs clearer.)

## icon 4:31 Discussion: One of the little tricks in improving the running time of this algorithm is to avoid the…

Codings:

● <->  
● Description  
● Implementation

Content:

Discussion: One of the little tricks in improving the running time of this algorithm is to avoid the constant copying from A to B and back to A. This is often handled in the implementation by using two arrays, both of equal size. At odd levels of the recursion we merge from subarrays of A to a subarray of B. At even levels we merge from from B to A. If the recursion has an odd number of levels, we may have to do one final copy from B back to A, but this is faster than having to do it at every level. Of course, this only improves the constant factors; it does not change the asymptotic running time

## icon 4:32 Another implementation trick to speed things by a constant factor is that rather than driving the di…

Codings:

● Description

Content:

Another implementation trick to speed things by a constant factor is that rather than driving the divide- and-conquer all the way down to subsequences of size 1, instead stop the dividing process when the sequence sizes fall below constant, e.g. 20. Then invoke a simple Θ(n2) algorithm, like insertion sort on these small lists. Often brute force algorithms run faster on small subsequences, because they do not have the added overhead of recursion. Note that since they are running on subsequences of size at most 20, the running times is Θ(202) = Θ(1). Thus, this will not affect the overall asymptotic running time.

## icon 4:33 It might seem at first glance that it should be possible to merge the lists “in-place”, without the…

Codings:

● ->  
● caveat  
● Description  
● Disadvantages

Content:

It might seem at first glance that it should be possible to merge the lists “in-place”, without the need for additional temporary storage. The answer is that it is, but it no one knows how to do it without destroying the algorithm’s efficiency. It turns out that there are faster ways to sort numbers in-place, e.g. using either HeapSort or QuickSort.

## icon 4:34 Here is a subtle but interesting point to make regarding this sorting algorithm. Suppose that in the…

Codings:

● <<-  
● Description  
● In vivo term introduction

Content:

Here is a subtle but interesting point to make regarding this sorting algorithm. Suppose that in the if- statement above, we have A[i] = A[j]. Observe that in this case we copy from the left sublist. Would it have mattered if instead we had copied from the right sublist? The simple answer is no—since the elements are equal, they can appear in either order in the final sublist. However there is a subtler reason to prefer this particular choice. Many times we are sorting data that does not have a single attribute, but has many attributes (name, SSN, grade, etc.) Often the list may already have been sorted on one attribute (say, name). If we sort on a second attribute (say, grade), then it would be nice if people with same grade are still sorted by name. A sorting algorithm that has the property that equal items will appear in the final sorted list in the same relative order that they appeared in the initial input is called a stable sorting algorithm.

## icon 4:35 This is a nice property for a sorting algorithm to have. By favoring elements from the left sublist…

Codings:

● ->  
● Property

Content:

This is a nice property for a sorting algorithm to have. By favoring elements from the left sublist over the right, we will be preserving the relative order of elements. It can be shown that as a result, MergeSort is a stable sorting algorithm.

## icon 4:36 Analysis: What remains is to analyze the running time of MergeSort.

Codings:

● <->  
● Complexity

Content:

Analysis: What remains is to analyze the running time of MergeSort.

## icon 4:37 First let us consider the running time of the procedure Merge(A, p, q, r). Let n = r − p + 1 denote…

Codings:

● ->  
● Description  
● Mathematic  
● Operation

Content:

First let us consider the running time of the procedure Merge(A, p, q, r). Let n = r − p + 1 denote the total length of both the left and right subarrays. What is the running time of Merge as a function of n? The algorithm contains four loops (none nested in the other). It is easy to see that each loop can be executed at most n times. (If you are a bit more careful you can actually see that all the while-loops together can only be executed n times in total, because each execution copies one new element to the array B, and B only has space for n elements.) Thus the running time to Merge n items is Θ(n). Let us write this without the asymptotic notation, simply as n. (We’ll see later why we do this.)

## icon 4:38 the use of a recurrence, that is, a function that is defined recursively in terms of itself. To avoi…

Codings:

● <-  
● Description  
● In vivo term introduction

Content:

the use of a recurrence, that is, a function that is defined recursively in terms of itself. To avoid circularity, the recurrence for a given value of n is defined in terms of values that are strictly smaller than n. Finally, a recurrence has some basis values (e.g. for n = 1), which are defined explicitly.

Let’s see how to apply this to MergeSort. Let T (n) denote the worst case running time of MergeSort on an array of length n. For concreteness we could count whatever we like: number of lines of pseudocode, number of comparisons, number of array accesses, since these will only differ by a constant factor. Since all of the real work is done in the Merge procedure, we will count the total time spent in the Merge procedure.

First observe that if we call MergeSort with a list containing a single element, then the running time is a constant. Since we are ignoring constant factors, we can just write T (n) = 1. When we call MergeSort with a list of length n > 1, e.g. Merge(A, p, r), where r−p+1 = n, the algorithm first computes q = ⌊(p + r)/2⌋. The subarray A[p..q], which contains q − p + 1 elements. You can verify (by some tedious floor-ceiling arithmetic, or simpler by just trying an odd example and an even example) that is of size ⌈n/2⌉. Thus the remaining subarray A[q + 1..r] has ⌊n/2⌋ elements in it. How long does it take to sort the left subarray? We do not know this, but because ⌈n/2⌉ < n for n > 1, we can express this as T (⌈n/2⌉). Similarly, we can express the time that it takes to sort the right subarray as T (⌊n/2⌋). Finally, to merge both sorted lists takes n time, by the comments made above. In conclusion we have

## icon 4:39 T(n) =

Codings:

● Definition  
● Mathematic

Content:

T(n) =
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33 Quotations:

## icon 7:1 Introduction

Codings:

● Algorithm

Content:

Introduction

## icon 7:2 Consider sorting the values in an array A of size N. Most sorting algorithms involve what are called…

Codings:

● ->  
● Class  
● In vivo term introduction

Content:

Consider sorting the values in an array A of size N. Most sorting algorithms involve what are called comparison

sorts; i.e., they work by comparing values.

## icon 7:3 Comparison sorts can never have a worst-case running time less than O(N log N). Simple comparison so…

Codings:

● ->  
● Complexity  
● Description

Content:

Comparison sorts can never have a worst-case running time less than O(N log N). Simple comparison sorts are usually O(N2); the more clever ones are O(N log N).

## icon 7:4 Does an algorithm always take its worst-case time? What happens on an already-sorted array? How much…

Codings:

● <->  
● Design

Content:

Does an algorithm always take its worst-case time?

What happens on an already-sorted array?

How much space (other than the space for the array itself) is required?

## icon 7:5 We will discuss four comparison-sort algorithms:

Codings:

● Comment  
● Meta

Content:

We will discuss four comparison-sort algorithms:

## icon 7:6 Selection sort and insertion sort have

Codings:

● <->  
● Algorithm

Content:

Selection sort and insertion sort have

## icon 7:7 case time O(N2).

Codings:

● ->  
● Complexity

Content:

case time O(N2).

## icon 7:8 Quick

Codings:

● <-

Content:

Quick

## icon 7:9 sort

Codings:

● <->  
● Algorithm

Content:

sort

## icon 7:10 O(N2) in the worst case, but its expected time is O(N log N)

Codings:

● ->  
● Complexity

Content:

O(N2) in the worst case, but its expected time is O(N log N)

## icon 7:11 Merge

Codings:

● <-

Content:

Merge

## icon 7:12 sort

Codings:

● <->  
● Algorithm

Content:

sort

## icon 7:13 O(N log N) in the worst case.

Codings:

● ->  
● Complexity

Content:

O(N log N) in the worst case.

## icon 7:14 As mentioned above, merge sort takes time O(N log N), which is quite a bit better than the two O(N2)…

Codings:

● Description

Content:

As mentioned above, merge sort takes time O(N log N), which is quite a bit better than the two O(N2) sorts described above (for example, when N=1,000,000, N2=1,000,000,000,000, and N log2 N = 20,000,000; i.e., N2 is 50,000 times larger than N log N!).

## icon 7:15 The key insight behind merge sort is that it is possible to merge two sorted arrays, each containing…

Codings:

● <-  
● Description

Content:

The key insight behind merge sort is that it is possible to merge two sorted arrays, each containing N/2 items to form one sorted array containing N items in time O(N). To do this merge, you just step through the two arrays, always choosing the smaller of the two values to put into the final array (and only advancing in the array from which you took the smaller value).

## icon 7:16 Here's a picture illustrating this merge process:

Codings:

● Cartoon  
● Example

Content:

Here's a picture illustrating this merge process:

## icon 7:17 Now the question is, how do we get the two sorted arrays of size N/2?

Codings:

● ->  
● Pedagogical  
● Problem  
● Solicitation

Content:

Now the question is, how do we get the two sorted arrays of size N/2?

## icon 7:18 The answer is to use recursion; to sort an array of length N:

Codings:

● ->  
● Solution

Content:

The answer is to use recursion; to sort an array of length N:

## icon 7:19 Divide the array into two halves. 2. Recursively, sort the left half. 3. Recursively, sort the right…

Codings:

● Description  
● Sequence

Content:

Divide the array into two halves. 2. Recursively, sort the left half.

3. Recursively, sort the right half. 4. Merge the two sorted halves.

## icon 7:20 The base case for the recursion is when the array to be sorted is of length 1 -- then it is already…

Codings:

● Cases  
● Description

Content:

The base case for the recursion is when the array to be sorted is of length 1 -- then it is already sorted, so there is nothing to do.

## icon 7:21 Note that the merge step (step 4) needs to use an auxiliary array (to avoid overwriting its values).

Codings:

● caveat

Content:

Note that the merge step (step 4) needs to use an auxiliary array (to avoid overwriting its values).

## icon 7:22 The sorted values are then copied back from the auxiliary array to the original array.

Codings:

● Description

Content:

The sorted values are then copied back from the auxiliary array to the original array.

## icon 7:23 An outline of the code for merge sort is given below. It uses an auxiliary method with extra paramet…

Codings:

● Code  
● Example

Content:

An outline of the code for merge sort is given below. It uses an auxiliary method with extra parameters that tell what part of array A each recursive call is responsible for sorting.

## icon 7:24 Fill in the missing code in the mergeSort method.

Codings:

● Meta  
● Pedagogical

Content:

Fill in the missing code in the mergeSort method.

## icon 7:25 Algorithms

Codings:

● <-

Content:

Algorithms

## icon 7:26 like

Codings:

● <->  
● Class

Content:

like

## icon 7:27 merge sort -- that work by dividing the problem in two, solving the smaller versions, and then combi…

Codings:

● In vivo term introduction

Content:

merge sort -- that work by dividing the problem in two, solving the smaller versions, and then combining the solutions -- are called divide and conquer algorithms.

## icon 7:28 Below is a picture illustrating the divide- and-conquer aspect of merge sort using a new example arr…

Codings:

● Cartoon  
● Example

Content:

Below is a picture illustrating the divide- and-conquer aspect of merge sort using a new example array.

## icon 7:29 The picture shows the problem being divided up into smaller and smaller pieces (first an array of si…

Codings:

● Description

Content:

The picture shows the problem being divided up into smaller and smaller pieces (first an array of size 8, then two halves each of size 4, etc). Then it shows the "combine" steps: the solved problems of half size are merged to form solutions to the larger problem. (Note that the picture illustrates the conceptual ideas -- in an actual execution, the small problems would be solved one after the other, not in parallel. Also, the picture doesn't illustrate the use of auxiliary arrays during the merge steps.)

## icon 7:30 To determine the time for merge sort, it is helpful to visualize the calls made to mergeAux as shown…

Codings:

● <->  
● Cartoon  
● Complexity  
● Description

Content:

To determine the time for merge sort, it is helpful to visualize the calls made to mergeAux as shown below (each node represents one call, and is labeled with the size of the array to be sorted by that call):

## icon 7:31 The height of this tree is O(log N). The total work done at each "level" of the tree (i.e., the work…

Codings:

● ->  
● Observation  
● State

Content:

The height of this tree is O(log N). The total work done at each "level" of the tree (i.e., the work done by mergeAux excluding the recursive calls) is O(N):

## icon 7:32 Step 1 (finding the middle index) is O(1), and this step is performed once in each call; i.e., a tot…

Codings:

● Description

Content:

Step 1 (finding the middle index) is O(1), and this step is performed once in each call; i.e., a total of once at the top level, twice at the second level, etc, down to a total of N/2 times at the second-to-last level (it is not performed at all at the very last level, because there the base case applies, and mergeAux just returns). So for any one level, the total amount of work for Step 1 is at most O(N).

For each individual call, Step 4 (merging the sorted half-graphs) takes time proportional to the size of the part of the array to be sorted by that call. So for a whole level, the time is proportional to the sum of the sizes at that level. This sum is always N.

Therefore, the time for merge sort involves O(N) work done at each "level" of the tree that represents the recursive calls. Since there are O(log N) levels, the total worst-case time is O(N log N).

## icon 7:33 What happens when the array is already sorted (what is the running time for merge sort in that case)…

Codings:

● Meta  
● Pedagogical

Content:

What happens when the array is already sorted (what is the running time for merge sort in that case)?
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23 Quotations:

## icon 13:1 2.2 Mergesort

Codings:

● Algorithm

Content:

2.2 Mergesort

## icon 13:2 The algorithms that we consider in this section is based on a simple operation known as merging: com…

Codings:

● ->  
● Description  
● In vivo term introduction  
● Operation

Content:

The algorithms that we consider in this section is based on a simple operation known as merging: combining two ordered arrays to make one larger ordered array.

## icon 13:3 This operation immediately lends itself to a simple recursive sort method known as mergesort: to sor…

Codings:

● <-  
● Definition  
● Sequence

Content:

This operation immediately lends itself to a simple recursive sort method known as mergesort: to sort an array, divide it into two halves, sort the two halves (recursively), and then merge the results.

## icon 13:4 Mergesort guarantees to sort an array of N items in time proportional to N log N, no matter what the…

Codings:

● ->  
● Description  
● Mathematic  
● Motivation

Content:

Mergesort guarantees to sort an array of N items in time proportional to N log N, no matter what the input.

## icon 13:5 prime disadvantage is that it uses extra space proportional to N.

Codings:

● <->  
● Description  
● Disadvantages  
● Mathematic

Content:

prime disadvantage is that it uses extra space proportional to N.

## icon 13:6 Abstract in-place merge.

Codings:

● <->  
● Operation

Content:

Abstract in-place merge.

## icon 13:7 The method merge(a, lo, mid, hi) in Merge.java puts the results of merging the subarrays a[lo..mid]…

Codings:

● Description

Content:

The method merge(a, lo, mid, hi) in Merge.java puts the results of merging the subarrays a[lo..mid] with a[mid+1..hi] into a single ordered array, leaving the result in a[lo..hi].

## icon 13:8 While it would be desirable to implement this method without using a significant amount of extra spa…

Codings:

● Aside  
● Related

Content:

While it would be desirable to implement this method without using a significant amount of extra space, such solutions are remarkably complicated. Instead, merge() copies everything to an auxiliary array and then merges back to the original.

## icon 13:9 original

Codings:

● <-  
● Cartoon  
● Description

Content:

original

## icon 13:10 Merge.java is a recursive mergesort implementation based on this abstract in-place merge. It is one…

Codings:

● Description  
● In vivo term introduction

Content:

Merge.java is a recursive mergesort implementation based on this abstract in-place merge. It is one of the best-

known examples of the utility of the divide-and-conquer paradigm for efficient algorithm

## icon 13:11 design

Codings:

● Cartoon  
● Description

Content:

design

## icon 13:12 We can cut the running time of mergesort substantially with some carefully considered modifications…

Codings:

● <->  
● Implementation

Content:

We can cut the running time of mergesort substantially with some carefully considered modifications to the implementation.

## icon 13:13 Top-down mergesort uses between 1/2 N lg N and N lg N compares and at most 6 N lg N array accesses t…

Codings:

● ->  
● Complexity  
● Proposal

Content:

Top-down mergesort uses between 1/2 N lg N and N lg N compares and at most 6 N lg N array accesses to sort

## icon 13:14 Use insertion sort for small subarrays.

Codings:

● ->  
● Design

Content:

Use insertion sort for small subarrays.

## icon 13:15 We can improve most recursive algorithms by handling small cases differently. Switching to insertion…

Codings:

● Description

Content:

We can improve most recursive algorithms by handling small cases differently. Switching to insertion sort for small subarrays will improve the running time of a typical mergesort implementation by 10 to 15 percent.

Test whether array is already in order. We can reduce the running time to be linear for arrays that are already in order by adding a test to skip call to merge() if a[mid] is less than or equal to a[mid+1]. With this change, we still do all the recursive calls, but the running time for any sorted subarray is linear. Eliminate the copy to the auxiliary array. It is possible to eliminate the time (but not the space) taken to copy to the auxiliary array used for merging. To do so, we use two invocations of the sort method, one that takes its input from the given array and puts the sorted output in the auxiliary array; the other takes its input from the auxiliary array and puts the sorted output in the given array. With this approach, in a bit of mindbending recursive trickery, we can arrange the recursive calls such that the computation switches the roles of the input array and the auxiliary array at each level.

## icon 13:16 MergeBars.java provides a visualization of mergesort with cutoff for small subarrays.

Codings:

● <-  
● Cartoon

Content:

MergeBars.java provides a visualization of mergesort with cutoff for small subarrays.

## icon 13:17 Bottom-up mergesort.

Codings:

● Algorithm  
● Related

Content:

Bottom-up mergesort.

## icon 13:18 Even though we are thinking in terms of merging together two large subarrays, the fact is that most…

Codings:

● Description

Content:

Even though we are thinking in terms of merging together two large subarrays, the fact is that most merges are merging together tiny subarrays. Another way to implement mergesort is to organize the merges so that we do all the merges of tiny arrays on one pass, then do a second pass to merge those arrays in pairs, and so forth, continuing until we do a merge that encompasses the whole array. This method requires even less code than the standard recursive implementation. We start by doing a pass of 1-by-1 merges (considering individual items as subarrays of size 1), then a pass of 2-by-2 merges (merge subarrays of size 2 to make subarrays of size 4), then 4-by-4 merges, and so forth. MergeBU.java is an implementation of

## icon 13:19 bottom-up mergesort.

Codings:

● Cartoon  
● Description

Content:

bottom-up mergesort.

## icon 13:20 Bottom-up mergesort uses between 1/2 N lg N and N lg N compares and at most 6 N lg N array accesses…

Codings:

● ->  
● Complexity

Content:

Bottom-up mergesort uses between 1/2 N lg N and N lg N compares and at most 6 N lg N array accesses to sort

## icon 13:21 No compare-based sorting algorithm can guarantee to sort N items with fewer than lg(N!) ~ N lg N com…

Codings:

● Proposal

Content:

No compare-based sorting algorithm can guarantee to sort N items with fewer than lg(N!) ~ N lg N compares.

## icon 13:22 Mergesort is an asymptotically optimal compare-based sorting algorithm. That is, both the number of…

Codings:

● Description  
● Proposal

Content:

Mergesort is an asymptotically optimal compare-based sorting algorithm. That is, both the number of compares used by mergesort in the worst case and the minimum number of compares that any compare-based sorting algorithm can guarantee are ~N lg N.

## icon 13:23 Quotation 13:23

Codings:

● Cartoon

Content:
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Contents:

## icon 10:2 Our next algorithm actually achieves the optimal big-O behavior for a sorting algorithm. The merge s…
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Content:

Our next algorithm actually achieves the optimal big-O behavior for a sorting algorithm. The merge sort has time for both its worst and average case.

## icon 10:3 This doesn’t necessarily make it the ideal choice, however, in all sorting applications. The constan…
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This doesn’t necessarily make it the ideal choice, however, in all sorting applications. The constant multiplier on the timing is somewhat high, and merge sort may require an unusually high amount of memory.

## icon 10:4 Variants of the basic merge sort algorithm are, however, often used with linked lists (which can’t b…
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Variants of the basic merge sort algorithm are, however, often used with linked lists (which can’t be sorted by most other algorithms and are used to sort data residing on disk or magnetic tape.

## icon 10:5 Before tackling the merge sort itself, we start with a simpler function that is used by merge sort.
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Before tackling the merge sort itself, we start with a simpler function that is used by merge sort.

## icon 10:6 Suppose that our sequence of data can be divided into two parts, such that a[first..mid-1] is alread…
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Suppose that our sequence of data can be divided into two parts, such that a[first..mid-1] is already sorted and a[mid..last-1] is already sorted. Then we could merge the two parts into a combined sorted sequence using the code shown here.
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template <typename T>

## icon 10:8 The heart of the merge algorithm is the first loop (\co1). The variables first, mid, and last mark o…
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The heart of the merge algorithm is the first loop (\co1).

The variables first, mid, and last mark off two subsequences that we want to merge. We can think of a[first ... mid-1] and a[mid ... last-1] as two separate, sorted sequences. We want to combine them into a single sorted sequence, tempVector.

The way to do this is quite simple. Just compare the first element in each of the two input (sub)sequences and copy the smaller one.

For example, if we were merging subsequences [ 2 \; 4 \; 5 \; 6 ] and [ 1 \; 3] we would compare the first element in each one (2 and 1) and decide to copy 1.

Then we continue with the remainder, merging [ 2 \; 4 \; 5 \; 6] and [ 3 ]

On the next step we would copy 2, and be left with the merge of [ 4 \; 5 \; 6 ] and [ 3 ]

We would then copy 3.

At this point, our temporary vector contains [ 1 \; 2 \; 3] We would now exit from this main loop, because one of the arrays has been completely emptied out.

The rest of the algorithm is “cleanup”. We exit the main loop when we have emptied one of the two subsequences, so there is a possibility that the other subsequence still has data. The next two loops (\co2) copy that data from the remainder of the two subsequences. (Because one of those subsequences has been emptied, one of these loops will execute zero times.)
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1.2 Merge Analysis

## icon 10:10 There are several vector push\_back calls, which have a worst-case behavior proportional to the size…

Codings:

● ->  
● Constituent  
● Description

Content:

There are several vector push\_back calls, which have a worst-case behavior proportional to the size of the vector. However, a little time looking at them shows that they are all on tempVector, which is initially empty.

## icon 10:11 So this falls into the special case pattern of filling an initially empty vector with repeated push\_…

Codings:

● Description

Content:

So this falls into the special case pattern of filling an initially empty vector with repeated push\_backs, in which case those pushes will amortize to .

## icon 10:12 This means that all the loop bodies amortize to .

Codings:

● <->  
● Constituent  
● Description

Content:

This means that all the loop bodies amortize to .

## icon 10:13 Looking at the code for the first 3 loops, note that each one adds one element into tempVector. no e…

Codings:

● <-  
● Observation

Content:

Looking at the code for the first 3 loops, note that

each one adds one element into tempVector.

no element is copied multiple times. If we copy the element at indexA, we also increment indexA, so we will not copy that element again. Similarly, if we copy the element at indexB, we also increment indexB, so we will not copy that element agai

## icon 10:14 Since there are a total of last-first elements, each loop can repeat no more than last-first times.…

Codings:

● Observation

Content:

Since there are a total of last-first elements, each loop can repeat no more than last-first times. In fact, the sum of the number of iterations of all three loops is last-first.

So all three loops are .

## icon 10:15 merge2

Codings:

● <-

Content:

merge2

## icon 10:16 cpp

Codings:

● <-

Content:

cpp

## icon 10:17 emplate <typename T>

Codings:

● Code  
● Definition  
● Example

Content:

emplate <typename T>

## icon 10:18 The last loop clearly repeats once for each element in tempVector. But we have just determined that…

Codings:

● Observation

Content:

The last loop clearly repeats once for each element in tempVector. But we have just determined that the total number of elements in tempVector will be last-first.

## icon 10:19 merge3.cpp

Codings:

● Code  
● Definition  
● Example

Content:

merge3.cpp

## icon 10:20 That leaves only a handful of O(1) statements that will all be dominated by the complexity of the lo…

Codings:

● ->  
● Complexity  
● Conclusion

Content:

That leaves only a handful of O(1) statements that will all be dominated by the complexity of the loops, so merge is .

## icon 10:21 But how do we get the two sorted sequences in the first place?

Codings:

● Description  
● Problem

Content:

But how do we get the two sorted sequences in the first place?

## icon 10:22 By merge’ing two even

Codings:

● ->  
● Description  
● Solution

Content:

By merge’ing two even

## icon 10:23 sorted sequences!

Codings:

● ->  
● Description  
● Operation

Content:

sorted sequences!

## icon 10:24 template <typename T>

Codings:

● Algorithm  
● Code  
● Definition

Content:

template <typename T>

## icon 10:25 The algorithm shown here is the actual sorting algorithm. It is almost amazingly simple, consisting…

Codings:

● Description

Content:

The algorithm shown here is the actual sorting algorithm. It is almost amazingly simple, consisting simply of two recursive calls to itself, each attempting to sort half the vector, followed by a call to merge to combine the two sorted halves into a single sorted sequence.

## icon 10:26 For many people, the very simplicity of this algorithm makes it hard to believe that it can work. I…

Codings:

● Aside  
● Description  
● Meta

Content:

For many people, the very simplicity of this algorithm makes it hard to believe that it can work. I therefore recommend strongly that you run this algorithm until you are comfortable with your understanding of it.

## icon 10:27 2.2 MergeSort Analysis

Codings:

● ->  
● Complexity

Content:

2.2 MergeSort Analysis

## icon 10:28 Each call to mergeSort is either done in O(1) time (if first+1 \ensuremath{\geq last}) or splits the…

Codings:

● Description

Content:

Each call to mergeSort is either done in O(1) time (if first+1 \ensuremath{\geq last}) or splits the array into two equal (\ensuremath{\pm}1) pieces. We can do this split up to log N times.

## icon 10:29 We can do this split up to log N times.

Codings:

● Cartoon  
● Example

Content:

We can do this split up to log N times.

## icon 10:30 We can envision the recursive mergeSort calls (in blue) and the subsequent calls to merge (in yellow…

Codings:

● Cartoon  
● Legend

Content:

We can envision the recursive mergeSort calls (in blue) and the subsequent calls to merge (in yellow) as a tree-like structure.

## icon 10:31 Let denote the total number of elements being sorted (the value of last-first on the very first call…

Codings:

● Definition  
● Mathematic

Content:

Let denote the total number of elements being sorted (the value of last-first on the very first call to mergeSort). \ePicOnRight

## icon 10:32 Each level in the tree involves no more than objects, split in various ways and needing to be merged…

Codings:

● Cartoon  
● Observation

Content:

Each level in the tree involves no more than objects, split in various ways and needing to be merged.

## icon 10:33 merge is , where is the number of elements to be merged. The sum of all the values at any level of t…

Codings:

● ->  
● Description  
● Operation

Content:

merge is , where is the number of elements to be merged. The sum of all the values at any level of the yellow tree is .

## icon 10:34 Consequently the combined set of merges at each level of the tree is .

Codings:

● <-  
● Conclusion

Content:

Consequently the combined set of merges at each level of the tree is .

## icon 10:35 The blue tree represents all the non-merge work in mergeSort.

Codings:

● Cartoon  
● Legend

Content:

The blue tree represents all the non-merge work in mergeSort.

## icon 10:36 But there’s only those blue nodes. Since the most blue nodes we could have at one level is , each bl…

Codings:

● Cartoon  
● Observation

Content:

But there’s only

those blue nodes. Since the most blue nodes we could have at one level is , each blue level is, at most,

work in each of

total work.

## icon 10:37 Because we have levels, each level taking work, the overall merge sort code is (worst & average case…

Codings:

● Conclusion

Content:

Because we have levels, each level taking work, the overall merge sort code is (worst & average case) .

## icon 10:38 So merge sort is as fast as any pairwise-comparison sort can be.

Codings:

● Advantages

Content:

So merge sort is as fast as any pairwise-comparison sort can be.

## icon 10:39 Still, merge sort is not considered to be the “ideal” sorting algorithm. Its primary drawbacks are

Codings:

● <->  
● Disadvantages

Content:

Still, merge sort is not considered to be the “ideal” sorting algorithm. Its primary drawbacks are

## icon 10:40 It requires extra storage (for the tempVector) It does the full set of comparisons and copies even w…

Codings:

● Description

Content:

It requires extra storage (for the tempVector)

It does the full set of comparisons and copies even when applied to arrays that are already sorted.

## icon 10:41 On the other hand, merge sort has an

Codings:

● ->  
● Operation

Content:

On the other hand, merge sort has an

## icon 10:42 advantage that may, at first glance, not have seemed very important.

Codings:

● ->  
● Advantages

Content:

advantage that may, at first glance, not have seemed very important.

## icon 10:43 The merge routine itself moves sequentially through its working arrays, not jumping from place to pl…

Codings:

● Description

Content:

The merge routine itself moves sequentially through its working arrays, not jumping from place to place. This behavior would be absolutely wonderful if we were storing our arrays in some strange kind of memory where moving forward one place is cheap, but jumping to an arbitrary position is expensive.

## icon 10:44 In fact, that “strange kind of memory” does exist: disk drives and magnetic tape both meet that desc…

Codings:

● ->  
● Application  
● Example  
● In vivo term introduction

Content:

In fact, that “strange kind of memory” does exist: disk drives and magnetic tape both meet that description. Hence variations of merge sort have long been the algorithm of choice in external sorting, sorting sets of material stored in disk/tape files that are too large to load into memory.
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## icon 15:1 Mergesort

Codings:

● Algorithm

Content:

Mergesort

## icon 15:2 In lecture 6, we saw three algorithms for sorting a list of n items.

Codings:

● ->  
● Algorithm  
● Description  
● Review

Content:

In lecture 6, we saw three algorithms for sorting a list of n items.

## icon 15:3 We saw that, in the worst case, all of these algorithm required O(n2) operations.

Codings:

● ->  
● Complexity  
● Description

Content:

We saw that, in the worst case, all of these algorithm required O(n2) operations.

## icon 15:4 Such algorithms will be unacceptably slow if n is large.

Codings:

● Conclusion

Content:

Such algorithms will be unacceptably slow if n is large.

## icon 15:5 To make this claim more concrete, consider that if n = 220 ≈ 106 i.e one million, then n2 ≈ 1012.

Codings:

● Example

Content:

To make this claim more concrete, consider that if n = 220 ≈ 106 i.e one million, then n2 ≈ 1012.

## icon 15:6 How long would it take a program to run that many instructions?

Codings:

● Solicitation

Content:

How long would it take a program to run that many instructions?

## icon 15:7 Today’s processors run at about 109 basic operations per second (i.e. GHz). So a problem that takes…

Codings:

● Description

Content:

Today’s processors run at about 109 basic operations per second (i.e. GHz). So a problem that takes in the order of 1012 operations would require thousands of seconds of processing time. Having a multicore machine with say 4 processors only can speed things up by a factor of 4 – max! – which doesn’t change the argument here.

## icon 15:8 Here is the idea. If the list has just one number (n = 1), then do nothing. Otherwise, partition the…

Codings:

● <<-  
● Description

Content:

Here is the idea. If the list has just one number (n = 1), then do nothing. Otherwise, partition the list of n elements into two lists of size about n/2 elements each, sort the two individual lists (recursively, using mergesort), and then merge the two sorted lists.

## icon 15:9 For example, suppose we have a list

Codings:

● Cartoon  
● Example

Content:

For example, suppose we have a list

## icon 15:10 Here is pseudocode for the algorithm. Note that it uses a helper method merge which in fact does mos…

Codings:

● PseudoCode

Content:

Here is pseudocode for the algorithm. Note that it uses a helper method merge which in fact

does most of the work.

## icon 15:11 Here is the merge algorithm.

Codings:

● ->  
● Operation

Content:

Here is the merge algorithm.

## icon 15:12 Note that it has two phases. The first phase initializes a new list (empty), steps through the two l…

Codings:

● Description

Content:

Note that it has two phases. The first phase initializes a new list (empty), steps through the two lists, (list1) and (list2), compares the front element of each list and removes the smaller of the two, and this removed element to to the back of the merged list. See the detailed example in the slides for an illustration.

The second phase of the algorithm starts after one of list1 or list2 becomes empty. In this case, the remaining elements from the non-empty list are moved to list. This second phase uses two while loops in the above pseudocode, and note that only one of these two loops will be used since we only reach phase two when one of list1 or list2 is already empty.

## icon 15:13 merge( list1, list2){

Codings:

● Definition  
● PseudoCode

Content:

merge( list1, list2){

## icon 15:14 I have written the mergesort and merge algorithms using abstract list operations only, rather than s…

Codings:

● <->  
● Design  
● Observation

Content:

I have written the mergesort and merge algorithms using abstract list operations only, rather than specifying how exactly it is implemented (array list versus linked list). Staying at an abstract level has the advantage of getting us quickly to the main ideas of the algorithm:

## icon 15:15 what is being computed and in which sequence?

Codings:

● Solicitation

Content:

what is being computed and in which sequence?

## icon 15:16 However, be aware that there are disadvantages of hiding the implementation details, i.e. the data s…

Codings:

● Comment  
● Meta  
● Pedagogical

Content:

However, be aware that there are disadvantages of hiding the implementation details, i.e. the data structures. As we have seen, sometimes the choice of data structure can be important for performance.

## icon 15:17 For example, compare an array versus a linked list implementation. The call getElements() within mer…

Codings:

● Description

Content:

For example, compare an array versus a linked list implementation. The call getElements() within mergesort would be different for these two data structures. For the array, getElements() might just compute the start and end indices for the two lists. These indices could be passed as parameters to the mergesort calls. For a linked list, it would be necessary to iterate through the list to find the location of the mid element, and one could then break up the list into the list1 and list2 with the mid list element being at the tail of list1 and the mid + 1 element being at the head of list2.

For the merge, if one were using an array, then one could use a second array (list) as a buffer for doing the merges. One could copy the elements from list1 and list2 to this second array. At the next level of the recursion, one could copy back to the first array, and go back and forth. So the space requirements would be double the size of the original list.

## icon 15:18 mergesort is O(n log n)

Codings:

● <->  
● Complexity

Content:

mergesort is O(n log n)

## icon 15:19 There are log n levels of the recursion, namely the number of levels is the number of times that you…

Codings:

● Description

Content:

There are log n levels of the recursion, namely the number of levels is the number of times that you

can divide the list size n by 2 until you reach 1 element per list. The number of instructions that

## icon 15:20 must be executed at each level of the recursion is proportional to the number n of items in the list…

Codings:

● Description  
● In vivo term introduction

Content:

must be executed at each level of the recursion is proportional to the number n of items in the list. Thus, the total number of instructions is proportional to n ∗ log2 n, or as usually written n log2 n. I will discuss this again a few lectures from now, when we study recurrences.

## icon 15:21 To appreciate the difference between the number of operations for the earlier O(n2) sorting algorith…

Codings:

● Example  
● Table

Content:

To appreciate the difference between the number of operations for the earlier O(n2) sorting algorithms versus O(n log n) for mergesort, consider the following table.

## icon 15:22 Thus, the time it takes to run mergesort is significantly less than the time it takes to run bub- bl…

Codings:

● Description

Content:

Thus, the time it takes to run mergesort is significantly less than the time it takes to run bub- ble/selection/insertion sort, when n becomes large. Very roughly speaking, on a computer that runs 109 operations per second running mergesort on a list of size n = 109 would take in the order of minutes, whereas running insertion sort would take centuries. (After class, one student asked me how I came up with such time estimates. That’s easy: just consider there are 60 seconds/minute, 60 minutes/hour, 24 hours/day, etc.)

## icon 15:23 In the lectures slides, I went over an examples of how the various calls to mergesort and merge work…

Codings:

● <-  
● Comment  
● Meta  
● Pedagogical  
● Solicitation

Content:

In the lectures slides, I went over an examples of how the various calls to mergesort and merge work. The tricky part is to see the order of the various recursive calls and exits. It is easy to understand this with pictures, so please see the slides. (We will many more examples of recursive algorithm later in the course when we look at trees and graphs, so if you don’t yet get this, then please be patient with yourself – you will!)