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**Constructive Research with Image Analysis**

Constructive design is one of the most common research methods for information systems and technology (Silvestrini & Sammito, 2012). These studies identify a problem, build solution artifacts, and communicate the implementation’s unique value (Hevner et al., 2004). These challenges promote researches to create new compression algorithms and improve the existing infrastructure. Typically, these results (artifacts) originate from specific Proof-Of-Concept (POCs) or directed case studies.

# Literature Review

Three constructive design articles from Northcentral University’s Library were selected (see Table 1). These articles identify a specific problem within object detection and then produce reusable artifacts (e.g., business processes and algorithms).

Table 1: Selected Papers

|  |  |  |  |
| --- | --- | --- | --- |
|  | Fire-Prevention | Abandoned Objects | Low-Quality Images |
| Problem Statement | * Can we build a better fire detection system with cameras | * Can AI detect garbage in the real world | * Can we detect people in low-quality camera feeds |
| Data Collection | * Temperature control plates * Controlled fires * Physics equations | * PETS 2006 * ABODA * Private Cameras | * Installed cameras in BSTU classrooms * Manually labeled training frames |
| Artifacts Produced | * A low-cost solution for accurately detecting fires | * Generic algorithm * Performance data | * Implementation in FCN, R-CNN, and Mask R-CNN |
| Contributions | * A mechanism for detecting fires without relying on smoke and heat sensors | * A mechanism for detecting garbage w.r.t. temporal and spatial rules | * A mechanism for counting people in low-resolution video * Assessed AI algo. performance |

## Detecting Humans on Low-Quality Images (2019)

Yudin et al. (2019) state that businesses require accurate counts of humans for various analytical processes. They address this problem with three deep-learning architectures (see Table 2) that can detect heads regardless of orientation, partial obstruction, and size (10x10 pixel minimum). Next, a performance assessment of the three architectures demonstrates the trade-offs between accuracy and processing time.

Table 2: Tested Algorithms

|  |  |  |  |
| --- | --- | --- | --- |
| Algorithm | Precision | Recall | Mean Duration Time (secs) |
| FCN with clustering | 80.3% | 66.9% | 0.22 |
| Faster R-CNN | 95.7% | 93.8% | 0.60 |
| Mask R-CNN | 99.8% | 97.8% | 2.91 |

The authors began the experiment by installing cameras in their college classrooms. They collected one thousand full-color frames in 1280x720 resolution under various lighting conditions. Each frame was manually labeled and split into training and validation sets (50-50%). During the training process, each architecture outputs bounding boxes around the detected heads. This approach enables the researchers to confirm both the counts and reasoning behind them.

Yudin et al. stream the IP-cameras into a Windows 7 desktop run which performs the analysis every minute. Statistical information (e.g., runtime) and bounded-box output collect into an SQLite database after each run. According to the results, Mask R-CNN architectures deliver the most accurate results. Meanwhile, FCN is nearly ten times faster but comes with lower quality results. Businesses can use this information to decide which characteristics are most critical to their workloads.

## Detecting Abandoned Objects (2020)

Park et al. (2020) state that businesses spend significant resources discovering abandoned objects across their premises. Typically, they address these challenges by hiring staff to monitor security cameras. However, this approach is expensive, manually intensive, and error-prone. Existing artificial intelligence (AI) systems also encounter challenges maintaining abandoned objects in the foreground versus fading into the background. Engineers can overcome this issue through additional computations.

Unfortunately, low-powered cameras lack the necessary resources to execute those algorithms. The researchers solve these issues with a dual-background model supporting objects fading into a long-term and short-term buffer. They also include crude object detection with contour analysis and a hierarchical entity tracking mechanism. These capabilities power a custom rules engine that reduces false positives by accounting for temporal and spatial information.

Park et al. assessed the solutions performing with a combination of open-source videos and personal cameras. Their experiments demonstrate the effectiveness of this process in many everyday environments. However, they also note several edge cases (e.g., toggling light sources) that require additional considerations. The process is also broadly applicable to other object detection problems. Even with virtually unlimited resources (e.g., cloud computing), using the dual-background model reduces re-analyzing the entire frame. This characteristic lessens memory requirements and operational costs.

## Low-cost Fire Detection System (2018)

Nam & Nam (2018) state that traditional smoke and heat sensors for detecting fires are inefficient. These systems fail to provide sufficient notice, and this costs businesses billions of dollars annually. Additionally, these alarms have a notoriously high false-positive rate, which wastes limited firefighter resources.

The authors propose a highly economical solution using a thermal camera and smartphone that is 97% accurate. Their solution compares the Block Mean-Variance (BMV) between frames and triggers an alarm in response to rapid temperature changes. Nam & Nam started with a fixed threshold but found it was not reliable. For instance, strong winds can temporarily alter the temperature and trigger the alert. Instead, they chose to assess risk using a weighted average across five frames.

After implementing the system, the authors calibrated it with a temperature control panel at different distances. The flame’s distance from the camera significantly influences its size within the image (50 to 1 pixel between 0.3 to 5 meters away). They verified the experiment results with physics equations to assess that the outcomes were reasonable. Additionally, the authors started several minor fires to confirm the system’s behavior. In total, Nam & Nam record 200 individual experiments across indoor and outdoor locations.
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