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# Determine controversial area of research

Artificial intelligence and autonomous systems are defined as any component that can derive contextual meaning without human interaction (Inversardi, 2019). For many this conjures images of *Skynet* from the Terminator series, where our only hope is an implementation of Isaac Asimov’s Three Laws of Robotics.

As these systems do not require humans there is a natural fear that they will supersede their creators. The fear of losing control leads to a desire to stifle that creative force and limit the areas that are directly impacted.

One controversial area where this can be seen is the health care industry (Kostopoulos, 2016) (Matsuzaki, 2017). Health care will eventually become enriched through the adoption of AI systems however it must first overcome some key challenges in reliability, transparency, liability, security, and privacy.

# Why is it controversial

Imagine that a loved one needs to have a complicated surgery, and the doctor tells their patient that there are two choices. The first is an excellent surgeon with an 8.9% mortality rate, or a machine that commands a 1% mortality rate.

If something goes wrong the machine will not adapt to the changed conditions, nor can the patience’s family sue when things go wrong. When the patient dies who should be held accountable-- the manufacture or the hospital? Modern legal systems not keeping pace with technological advancements, which introduces challenges.

When the machine decides to perform an action during the surgery, how can we know that it is the right one to make? What systems are auditing those choices and what evidence can be provided to a review board to justify those behaviors?

For these machines to make intelligent decisions they require access to large amounts of data. How does that impact the patients right to privacy versus the safety across the larger community?

This is not a new challenge as can be seen with Henrietta Lacks and the theft of her cancerous cells (Skloot, 2010). Her cells enabled numerous medical discoveries and saved countless lives, however her personal privacy was forfeit.

Assume for a moment that only a subset of patient data was made available to the AI system. This would lead to more challenges as the reliability would be reduced. How would the machine react when presented with a completely foreign configuration? The human can reach out to colleges or consult medical encyclopedias, neither of these actions are freely available to the machines.

On top of these challenges are concerns related to the security of the machines. Malicious actors could manipulate the firmware in such a way as to kill the patient (Zetter, 2014). Aside from a *Manchurian Candidate* scenario, the same is not true of the human.

# What solutions are being presented

# What is the ultimate resolution to these controversies

# What are future avenues for research?