**基于 linux 平台的 libpcap 源代码分析**
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**简介：** libpcap 是 unix/linux 平台下的网络数据包捕获函数包，大多数网络监控软件都以它为基础。Libpcap 可以在绝大多数类 unix 平台下工作，本文分析了 libpcap 在 linux 下的源代码实现，其中重点是 linux 的底层包捕获机制和过滤器设置方式,同时也简要的讨论了 libpcap 使用的包过滤机制 BPF。

**发布日期：** 2005 年 5 月 01 日

网络监控

绝大多数的现代操作系统都提供了对底层网络数据包捕获的机制，在捕获机制之上可以建立网络监控（Network Monitoring）应用软件。网络监控也常简称为sniffer,其最初的目的在于对网络通信情况进行监控，以对网络的一些异常情况进行调试处理。但随着互连网的快速普及和网络攻击行为的频繁出现，保护网络的运行安全也成为监控软件的另一个重要目的。例如，网络监控在路由器，防火墙、入侵检查等方面使用也很广泛。除此而外，它也是一种比较有效的黑客手段，例如，美国政府安全部门的"肉食动物"计划。

包捕获机制

从广义的角度上看，一个包捕获机制包含三个主要部分：最底层是针对特定操作系统的包捕获机制，最高层是针对用户程序的接口，第三部分是包过滤机制。

不同的操作系统实现的底层包捕获机制可能是不一样的，但从形式上看大同小异。数据包常规的传输路径依次为网卡、设备驱动层、数据链路层、IP 层、传输层、最后到达应用程序。而包捕获机制是在数据链路层增加一个旁路处理，对发送和接收到的数据包做过滤/缓冲等相关处理，最后直接传递到应用程序。值得注意的是，包捕获机制并不影响操作系统对数据包的网络栈处理。对用户程序而言，包捕获机制提供了一个统一的接口，使用户程序只需要简单的调用若干函数就能获得所期望的数据包。这样一来，针对特定操作系统的捕获机制对用户透明，使用户程序有比较好的可移植性。包过滤机制是对所捕获到的数据包根据用户的要求进行筛选，最终只把满足过滤条件的数据包传递给用户程序。

Libpcap 应用程序框架

Libpcap 提供了系统独立的用户级别网络数据包捕获接口，并充分考虑到应用程序的可移植性。Libpcap 可以在绝大多数类 unix 平台下工作，参考资料 A 中是对基于 libpcap 的网络应用程序的一个详细列表。在 windows 平台下，一个与libpcap 很类似的函数包 winpcap 提供捕获功能，其官方网站是<http://winpcap.polito.it/>。

Libpcap 软件包可从 <http://www.tcpdump.org/> 下载，然后依此执行下列三条命令即可安装，但如果希望 libpcap 能在 linux 上正常工作，则必须使内核支持"packet"协议，也即在编译内核时打开配置选项 CONFIG\_PACKET(选项缺省为打开)。

|  |
| --- |
| ./configure  ./make  ./make install |

libpcap 源代码由 20 多个 C 文件构成，但在 Linux 系统下并不是所有文件都用到。可以通过查看命令 make 的输出了解实际所用的文件。本文所针对的libpcap 版本号为 0.8.3，网络类型为常规以太网。Libpcap 应用程序从形式上看很简单，下面是一个简单的程序框架：

|  |
| --- |
| char \* device; /\* 用来捕获数据包的网络接口的名称 \*/  pcap\_t \* p; /\* 捕获数据包句柄，最重要的数据结构 \*/  struct bpf\_program fcode; /\* BPF 过滤代码结构 \*/  /\* 第一步：查找可以捕获数据包的设备 \*/  device = pcap\_lookupdev(errbuf)；  /\* 第二步：创建捕获句柄，准备进行捕获 \*/  p = pcap\_open\_live(device, 8000, 1, 500, errbuf)；  /\* 第三步：如果用户设置了过滤条件，则编译和安装过滤代码 \*/  pcap\_compile(p, &fcode, filter\_string, 0, netmask)；  pcap\_setfilter(p, &fcode)；  /\* 第四步：进入（死）循环，反复捕获数据包 \*/  for( ; ; )  {  while((ptr = (char \*)(pcap\_next(p, &hdr))) == NULL);    /\* 第五步：对捕获的数据进行类型转换，转化成以太数据包类型 \*/  eth = (struct libnet\_ethernet\_hdr \*)ptr;  /\* 第六步：对以太头部进行分析，判断所包含的数据包类型，做进一步的处理 \*/  if(eth->ether\_type == ntohs(ETHERTYPE\_IP))  …………  if(eth->ether\_type == ntohs(ETHERTYPE\_ARP))  …………  }    /\* 最后一步：关闭捕获句柄,一个简单技巧是在程序初始化时增加信号处理函数，  以便在程序退出前执行本条代码 \*/  pcap\_close(p)； |

检查网络设备

libpcap 程序的第一步通常是在系统中找到合适的网络接口设备。网络接口在Linux 网络体系中是一个很重要的概念，它是对具体网络硬件设备的一个抽象，在它的下面是具体的网卡驱动程序，而其上则是网络协议层。Linux 中最常见的接口设备名 eth0 和 lo。Lo 称为回路设备，是一种逻辑意义上的设备,其主要目的是为了调试网络程序之间的通讯功能。eth0 对应了实际的物理网卡，在真实网络环境下，数据包的发送和接收都要通过 eht0。如果计算机有多个网卡，则还可以有更多的网络接口，如 eth1,eth2 等等。调用命令 ifconfig 可以列出当前所有活跃的接口及相关信息，注意对 eth0 的描述中既有物理网卡的 MAC 地址，也有网络协议的 IP 地址。查看文件 /proc/net/dev 也可获得接口信息。

Libpcap 中检查网络设备中主要使用到的函数关系如下图：

![https://www.ibm.com/developerworks/cn/linux/l-libpcap/images/image002.gif](data:image/gif;base64,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)

libpcap 调用 pcap\_lookupdev() 函数获得可用网络接口的设备名。首先利用函数 getifaddrs() 获得所有网络接口的地址，以及对应的网络掩码、广播地址、目标地址等相关信息，再利用 add\_addr\_to\_iflist()、add\_or\_find\_if()、get\_instance() 把网络接口的信息增加到结构链表 pcap\_if 中，最后从链表中提取第一个接口作为捕获设备。其中 get\_instanced() 的功能是从设备名开始,找第一个是数字的字符,做为接口的实例号。网络接口的设备号越小，则排在链表的越前面，因此，通常函数最后返回的设备名为 eth0。虽然 libpcap 可以工作在回路接口上，但显然 libpcap 开发者认为捕获本机进程之间的数据包没有多大意义。在检查网络设备操作中，主要用到的数据结构和代码如下：

|  |
| --- |
| /\* libpcap 自定义的接口信息链表 [pcap.h] \*/  struct pcap\_if  {  struct pcap\_if \*next;  char \*name; /\* 接口设备名 \*/  char \*description; /\* 接口描述 \*/    /\*接口的 IP 地址, 地址掩码, 广播地址,目的地址 \*/  struct pcap\_addr addresses;  bpf\_u\_int32 flags; /\* 接口的参数 \*/  };  char \* pcap\_lookupdev(register char \* errbuf)  {  pcap\_if\_t \*alldevs;  ……  pcap\_findalldevs(&alldevs, errbuf)；  ……  strlcpy(device, alldevs->name, sizeof(device));  } |

打开网络设备

当设备找到后，下一步工作就是打开设备以准备捕获数据包。Libpcap 的包捕获是建立在具体的操作系统所提供的捕获机制上，而 Linux 系统随着版本的不同，所支持的捕获机制也有所不同。

2.0 及以前的内核版本使用一个特殊的 socket 类型 SOCK\_PACKET，调用形式是 socket(PF\_INET, SOCK\_PACKET, int protocol)，但 Linux 内核开发者明确指出这种方式已过时。Linux 在 2.2 及以后的版本中提供了一种新的协议簇 PF\_PACKET 来实现捕获机制。PF\_PACKET 的调用形式为 socket(PF\_PACKET, int socket\_type, int protocol)，其中 socket 类型可以是 SOCK\_RAW 和 SOCK\_DGRAM。SOCK\_RAW 类型使得数据包从数据链路层取得后，不做任何修改直接传递给用户程序，而 SOCK\_DRRAM 则要对数据包进行加工(cooked)，把数据包的数据链路层头部去掉，而使用一个通用结构 sockaddr\_ll 来保存链路信息。

使用 2.0 版本内核捕获数据包存在多个问题：首先，SOCK\_PACKET 方式使用结构 sockaddr\_pkt 来保存数据链路层信息，但该结构缺乏包类型信息；其次，如果参数 MSG\_TRUNC 传递给读包函数 recvmsg()、recv()、recvfrom() 等，则函数返回的数据包长度是实际读到的包数据长度，而不是数据包真正的长度。Libpcap 的开发者在源代码中明确建议不使用 2.0 版本进行捕获。

相对 2.0 版本 SOCK\_PACKET 方式，2.2 版本的 PF\_PACKET 方式则不存在上述两个问题。在实际应用中，用户程序显然希望直接得到"原始"的数据包，因此使用 SOCK\_RAW 类型最好。但在下面两种情况下，libpcap 不得不使用 SOCK\_DGRAM 类型，从而也必须为数据包合成一个"伪"链路层头部（sockaddr\_ll）。

* 某些类型的设备数据链路层头部不可用：例如 Linux 内核的 PPP 协议实现代码对 PPP 数据包头部的支持不可靠。
* 在捕获设备为"any"时：所有设备意味着 libpcap 对所有接口进行捕获，为了使包过滤机制能在所有类型的数据包上正常工作,要求所有的数据包有相同的数据链路头部。

打开网络设备的主函数是 pcap\_open\_live()[pcap-linux.c]，其任务就是通过给定的接口设备名，获得一个捕获句柄：结构 pcap\_t。pcap\_t 是大多数 libpcap 函数都要用到的参数，其中最重要的属性则是上面讨论到的三种 socket 方式中的某一种。首先我们看看 pcap\_t 的具体构成。

|  |
| --- |
| struct pcap [pcap-int.h]  {  int fd; /\* 文件描述字，实际就是 socket \*/    /\* 在 socket 上，可以使用 select() 和 poll() 等 I/O 复用类型函数 \*/  int selectable\_fd;  int snapshot; /\* 用户期望的捕获数据包最大长度 \*/  int linktype; /\* 设备类型 \*/  int tzoff; /\* 时区位置，实际上没有被使用 \*/  int offset; /\* 边界对齐偏移量 \*/  int break\_loop; /\* 强制从读数据包循环中跳出的标志 \*/  struct pcap\_sf sf; /\* 数据包保存到文件的相关配置数据结构 \*/  struct pcap\_md md; /\* 具体描述如下 \*/    int bufsize; /\* 读缓冲区的长度 \*/  u\_char buffer; /\* 读缓冲区指针 \*/  u\_char \*bp;  int cc;  u\_char \*pkt;  /\* 相关抽象操作的函数指针，最终指向特定操作系统的处理函数 \*/  int (\*read\_op)(pcap\_t \*, int cnt, pcap\_handler, u\_char \*);  int (\*setfilter\_op)(pcap\_t \*, struct bpf\_program \*);  int (\*set\_datalink\_op)(pcap\_t \*, int);  int (\*getnonblock\_op)(pcap\_t \*, char \*);  int (\*setnonblock\_op)(pcap\_t \*, int, char \*);  int (\*stats\_op)(pcap\_t \*, struct pcap\_stat \*);  void (\*close\_op)(pcap\_t \*);  /\*如果 BPF 过滤代码不能在内核中执行,则将其保存并在用户空间执行 \*/  struct bpf\_program fcode;  /\* 函数调用出错信息缓冲区 \*/  char errbuf[PCAP\_ERRBUF\_SIZE + 1];    /\* 当前设备支持的、可更改的数据链路类型的个数 \*/  int dlt\_count;  /\* 可更改的数据链路类型号链表，在 linux 下没有使用 \*/  int \*dlt\_list;  /\* 数据包自定义头部，对数据包捕获时间、捕获长度、真实长度进行描述 [pcap.h] \*/  struct pcap\_pkthdr pcap\_header;  };  /\* 包含了捕获句柄的接口、状态、过滤信息 [pcap-int.h] \*/  struct pcap\_md {  /\* 捕获状态结构 [pcap.h] \*/  struct pcap\_stat stat;  int use\_bpf; /\* 如果为1，则代表使用内核过滤\*/  u\_long TotPkts;  u\_long TotAccepted; /\* 被接收数据包数目 \*/  u\_long TotDrops; /\* 被丢弃数据包数目 \*/  long TotMissed; /\* 在过滤进行时被接口丢弃的数据包数目 \*/  long OrigMissed; /\*在过滤进行前被接口丢弃的数据包数目\*/  #ifdef linux  int sock\_packet; /\* 如果为 1，则代表使用 2.0 内核的 SOCK\_PACKET 模式 \*/  int timeout; /\* pcap\_open\_live() 函数超时返回时间\*/  int clear\_promisc; /\* 关闭时设置接口为非混杂模式 \*/  int cooked; /\* 使用 SOCK\_DGRAM 类型 \*/  int lo\_ifindex; /\* 回路设备索引号 \*/  char \*device; /\* 接口设备名称 \*/    /\* 以混杂模式打开 SOCK\_PACKET 类型 socket 的 pcap\_t 链表\*/  struct pcap \*next;  #endif  }; |

函数 pcap\_open\_live() 的调用形式是 pcap\_t \* pcap\_open\_live(const char \*device, int snaplen, int promisc, int to\_ms, char \*ebuf)，其中如果 device 为 NULL 或"any"，则对所有接口捕获，snaplen 代表用户期望的捕获数据包最大长度，promisc 代表设置接口为混杂模式（捕获所有到达接口的数据包，但只有在设备给定的情况下有意义），to\_ms 代表函数超时返回的时间。本函数的代码比较简单，其执行步骤如下：

* 为结构 pcap\_t 分配空间并根据函数入参对其部分属性进行初试化。
* 分别利用函数 live\_open\_new() 或 live\_open\_old() 尝试创建 PF\_PACKET 方式或 SOCK\_PACKET 方式的 socket，注意函数名中一个为"new"，另一个为"old"。
* 根据 socket 的方式，设置捕获句柄的读缓冲区长度，并分配空间。
* 为捕获句柄 pcap\_t 设置 linux 系统下的特定函数，其中最重要的是读数据包函数和设置过滤器函数。（注意到这种从抽象模式到具体模式的设计思想在 linux 源代码中也多次出现，如 VFS 文件系统）  
  handle->read\_op = pcap\_read\_linux； handle->setfilter\_op = pcap\_setfilter\_linux；

下面我们依次分析 2.2 和 2.0 内核版本下的 socket 创建函数。

|  |
| --- |
| static int  live\_open\_new(pcap\_t \*handle, const char \*device, int promisc,  int to\_ms, char \*ebuf)  {  /\* 如果设备给定,则打开一个 RAW 类型的套接字,否则,打开 DGRAM 类型的套接字 \*/  sock\_fd = device ?  socket(PF\_PACKET, SOCK\_RAW, htons(ETH\_P\_ALL))  : socket(PF\_PACKET, SOCK\_DGRAM, htons(ETH\_P\_ALL));  /\* 取得回路设备接口的索引 \*/  handle->md.lo\_ifindex = iface\_get\_id(sock\_fd, "lo", ebuf);  /\* 如果设备给定，但接口类型未知或是某些必须工作在加工模式下的特定类型，则使用加工模式 \*/  if (device) {  /\* 取得接口的硬件类型 \*/  arptype = iface\_get\_arptype(sock\_fd, device, ebuf);  /\* linux 使用 ARPHRD\_xxx 标识接口的硬件类型，而 libpcap 使用DLT\_xxx  来标识。本函数是对上述二者的做映射变换，设置句柄的链路层类型为  DLT\_xxx，并设置句柄的偏移量为合适的值，使其与链路层头部之和为 4 的倍数，目的是边界对齐 \*/  map\_arphrd\_to\_dlt(handle, arptype, 1);  /\* 如果接口是前面谈到的不支持链路层头部的类型，则退而求其次，使用 SOCK\_DGRAM 模式 \*/  if (handle->linktype == xxx)  {  close(sock\_fd)；  sock\_fd = socket(PF\_PACKET, SOCK\_DGRAM, htons(ETH\_P\_ALL));  }  /\* 获得给定的设备名的索引 \*/  device\_id = iface\_get\_id(sock\_fd, device, ebuf);    /\* 把套接字和给定的设备绑定，意味着只从给定的设备上捕获数据包 \*/  iface\_bind(sock\_fd, device\_id, ebuf)；  } else { /\* 现在是加工模式 \*/  handle->md.cooked = 1;  /\* 数据包链路层头部为结构 sockaddr\_ll， SLL 大概是结构名称的简写形式 \*/  handle->linktype = DLT\_LINUX\_SLL;  device\_id = -1;  }    /\* 设置给定设备为混杂模式 \*/  if (device && promisc)  {  memset(&mr, 0, sizeof(mr));  mr.mr\_ifindex = device\_id;  mr.mr\_type = PACKET\_MR\_PROMISC;  setsockopt(sock\_fd, SOL\_PACKET, PACKET\_ADD\_MEMBERSHIP,  &mr, sizeof(mr))；  }  /\* 最后把创建的 socket 保存在句柄 pcap\_t 中 \*/  handle->fd = sock\_fd;  }  /\* 2.0 内核下函数要简单的多，因为只有唯一的一种 socket 方式 \*/  static int  live\_open\_old(pcap\_t \*handle, const char \*device, int promisc,  int to\_ms, char \*ebuf)  {  /\* 首先创建一个SOCK\_PACKET类型的 socket \*/  handle->fd = socket(PF\_INET, SOCK\_PACKET, htons(ETH\_P\_ALL));    /\* 2.0 内核下，不支持捕获所有接口，设备必须给定 \*/  if (!device) {  strncpy(ebuf, "pcap\_open\_live: The \"any\" device isn't supported  on 2.0[.x]-kernel systems", PCAP\_ERRBUF\_SIZE);  break;  }    /\* 把 socket 和给定的设备绑定 \*/  iface\_bind\_old(handle->fd, device, ebuf)；    /\*以下的处理和 2.2 版本下的相似，有所区别的是如果接口链路层类型未知，则 libpcap 直接退出 \*/    arptype = iface\_get\_arptype(handle->fd, device, ebuf);  map\_arphrd\_to\_dlt(handle, arptype, 0);  if (handle->linktype == -1) {  snprintf(ebuf, PCAP\_ERRBUF\_SIZE, "unknown arptype %d", arptype);  break;  }  /\* 设置给定设备为混杂模式 \*/  if (promisc) {  memset(&ifr, 0, sizeof(ifr));  strncpy(ifr.ifr\_name, device, sizeof(ifr.ifr\_name));  ioctl(handle->fd, SIOCGIFFLAGS, &ifr)；  ifr.ifr\_flags |= IFF\_PROMISC;  ioctl(handle->fd, SIOCSIFFLAGS, &ifr)；  }  } |

比较上面两个函数的代码，还有两个细节上的区别。首先是 socket 与接口绑定所使用的结构：老式的绑定使用了结构 sockaddr，而新式的则使用了 2.2 内核中定义的通用链路头部层结构 sockaddr\_ll。

|  |
| --- |
| iface\_bind\_old(int fd, const char \*device, char \*ebuf)  {  struct sockaddr saddr;  memset(&saddr, 0, sizeof(saddr));  strncpy(saddr.sa\_data, device, sizeof(saddr.sa\_data));  bind(fd, &saddr, sizeof(saddr))；  }  iface\_bind(int fd, int ifindex, char \*ebuf)  {  struct sockaddr\_ll sll;  memset(&sll, 0, sizeof(sll));  sll.sll\_family = AF\_PACKET;  sll.sll\_ifindex = ifindex;  sll.sll\_protocol = htons(ETH\_P\_ALL);  bind(fd, (struct sockaddr \*) &sll, sizeof(sll)；  } |

第二个是在 2.2 版本中设置设备为混杂模式时，使用了函数 setsockopt()，以及新的标志 PACKET\_ADD\_MEMBERSHIP 和结构 packet\_mreq。我估计这种方式主要是希望提供一个统一的调用接口，以代替传统的（混乱的）ioctl 调用。

|  |
| --- |
| struct packet\_mreq  {  int mr\_ifindex; /\* 接口索引号 \*/  unsigned short mr\_type; /\* 要执行的操作(号) \*/  unsigned short mr\_alen; /\* 地址长度 \*/  unsigned char mr\_address[8]; /\* 物理层地址 \*/  }; |

用户应用程序接口

Libpcap 提供的用户程序接口比较简单，通过反复调用函数pcap\_next()[pcap.c] 则可获得捕获到的数据包。下面是一些使用到的数据结构：

|  |
| --- |
| /\* 单个数据包结构，包含数据包元信息和数据信息 \*/  struct singleton [pcap.c]  {  struct pcap\_pkthdr hdr; /\* libpcap 自定义数据包头部 \*/  const u\_char \* pkt; /\* 指向捕获到的网络数据 \*/  };  /\* 自定义头部在把数据包保存到文件中也被使用 \*/  struct pcap\_pkthdr  {  struct timeval ts; /\* 捕获时间戳 \*/  bpf\_u\_int32 caplen; /\* 捕获到数据包的长度 \*/  bpf\_u\_int32 len; /\* 数据包的真正长度 \*/  }  /\* 函数 pcap\_next() 实际上是对函数 pcap\_dispatch()[pcap.c] 的一个包装 \*/  const u\_char \* pcap\_next(pcap\_t \*p, struct pcap\_pkthdr \*h)  {  struct singleton s;  s.hdr = h;  /\*入参"1"代表收到1个数据包就返回；回调函数 pcap\_oneshot() 是对结构 singleton 的属性赋值 \*/  if (pcap\_dispatch(p, 1, pcap\_oneshot, (u\_char\*)&s) <= 0)  return (0);  return (s.pkt); /\* 返回数据包缓冲区的指针 \*/  } |

pcap\_dispatch() 简单的调用捕获句柄 pcap\_t 中定义的特定操作系统的读数据函数：return p->read\_op(p, cnt, callback, user)。在 linux 系统下，对应的读函数为 pcap\_read\_linux()（在创建捕获句柄时已定义 [pcap-linux.c]），而pcap\_read\_linux() 则是直接调用 pcap\_read\_packet()([pcap-linux.c])。

pcap\_read\_packet() 的中心任务是利用了 recvfrom() 从已创建的 socket 上读数据包数据，但是考虑到 socket 可能为前面讨论到的三种方式中的某一种，因此对数据缓冲区的结构有相应的处理，主要表现在加工模式下对伪链路层头部的合成。具体代码分析如下：

|  |
| --- |
| static int  pcap\_read\_packet(pcap\_t \*handle, pcap\_handler callback, u\_char \*userdata)  {  /\* 数据包缓冲区指针 \*/  u\_char \* bp;  /\* bp 与捕获句柄 pcap\_t 中 handle->buffer  之间的偏移量，其目的是为在加工模式捕获情况下，为合成的伪数据链路层头部留出空间 \*/  int offset;  /\* PACKET\_SOCKET 方式下，recvfrom() 返回 scokaddr\_ll 类型，而在SOCK\_PACKET 方式下，  返回 sockaddr 类型 \*/  #ifdef HAVE\_PF\_PACKET\_SOCKETS  struct sockaddr\_ll from;  struct sll\_header \* hdrp;  #else  struct sockaddr from;  #endif  socklen\_t fromlen;  int packet\_len, caplen;  /\* libpcap 自定义的头部 \*/  struct pcap\_pkthdr pcap\_header;  #ifdef HAVE\_PF\_PACKET\_SOCKETS  /\* 如果是加工模式，则为合成的链路层头部留出空间 \*/  if (handle->md.cooked)  offset = SLL\_HDR\_LEN;  /\* 其它两中方式下，链路层头部不做修改的被返回，不需要留空间 \*/  else  offset = 0;  #else  offset = 0;  #endif  bp = handle->buffer + handle->offset;    /\* 从内核中接收一个数据包，注意函数入参中对 bp 的位置进行修正 \*/  packet\_len = recvfrom( handle->fd, bp + offset,  handle->bufsize - offset, MSG\_TRUNC,  (struct sockaddr \*) &from, &fromlen);    #ifdef HAVE\_PF\_PACKET\_SOCKETS    /\* 如果是回路设备,则只捕获接收的数据包，而拒绝发送的数据包。显然，我们只能在 PF\_PACKET  方式下这样做,因为 SOCK\_PACKET 方式下返回的链路层地址类型为  sockaddr\_pkt，缺少了判断数据包类型的信息。\*/  if (!handle->md.sock\_packet &&  from.sll\_ifindex == handle->md.lo\_ifindex &&  from.sll\_pkttype == PACKET\_OUTGOING)  return 0;  #endif  #ifdef HAVE\_PF\_PACKET\_SOCKETS  /\* 如果是加工模式，则合成伪链路层头部 \*/  if (handle->md.cooked) {  /\* 首先修正捕包数据的长度，加上链路层头部的长度 \*/  packet\_len += SLL\_HDR\_LEN;  hdrp = (struct sll\_header \*)bp;    /\* 以下的代码分别对伪链路层头部的数据赋值 \*/  hdrp->sll\_pkttype = xxx;  hdrp->sll\_hatype = htons(from.sll\_hatype);  hdrp->sll\_halen = htons(from.sll\_halen);  memcpy(hdrp->sll\_addr, from.sll\_addr,  (from.sll\_halen > SLL\_ADDRLEN) ?  SLL\_ADDRLEN : from.sll\_halen);  hdrp->sll\_protocol = from.sll\_protocol;  }  #endif    /\* 修正捕获的数据包的长度，根据前面的讨论，SOCK\_PACKET 方式下长度可能是不准确的 \*/  caplen = packet\_len;  if (caplen > handle->snapshot)  caplen = handle->snapshot;  /\* 如果没有使用内核级的包过滤,则在用户空间进行过滤\*/  if (!handle->md.use\_bpf && handle->fcode.bf\_insns) {  if (bpf\_filter(handle->fcode.bf\_insns, bp,  packet\_len, caplen) == 0)  {  /\* 没有通过过滤，数据包被丢弃 \*/  return 0;  }  }  /\* 填充 libpcap 自定义数据包头部数据：捕获时间,捕获的长度,真实的长度 \*/  ioctl(handle->fd, SIOCGSTAMP, &pcap\_header.ts)；  pcap\_header.caplen = caplen;  pcap\_header.len = packet\_len;    /\* 累加捕获数据包数目，注意到在不同内核/捕获方式情况下数目可能不准确 \*/  handle->md.stat.ps\_recv++;  /\* 调用用户定义的回调函数 \*/  callback(userdata, &pcap\_header, bp);  } |

数据包过滤机制

大量的网络监控程序目的不同，期望的数据包类型也不同，但绝大多数情况都都只需要所有数据包的一（小）部分。例如：对邮件系统进行监控可能只需要端口号为 25（smtp）和 110（pop3) 的 TCP 数据包，对 DNS 系统进行监控就只需要端口号为 53 的 UDP 数据包。包过滤机制的引入就是为了解决上述问题，用户程序只需简单的设置一系列过滤条件，最终便能获得满足条件的数据包。包过滤操作可以在用户空间执行，也可以在内核空间执行，但必须注意到数据包从内核空间拷贝到用户空间的开销很大，所以如果能在内核空间进行过滤，会极大的提高捕获的效率。内核过滤的优势在低速网络下表现不明显，但在高速网络下是非常突出的。在理论研究和实际应用中，包捕获和包过滤从语意上并没有严格的区分，关键在于认识到捕获数据包必然有过滤操作。基本上可以认为，包过滤机制在包捕获机制中占中心地位。

包过滤机制实际上是针对数据包的布尔值操作函数，如果函数最终返回 true，则通过过滤，反之则被丢弃。形式上包过滤由一个或多个谓词判断的并操作（AND）和或操作（OR）构成，每一个谓词判断基本上对应了数据包的协议类型或某个特定值,例如：只需要 TCP 类型且端口为 110 的数据包或 ARP 类型的数据包。包过滤机制在具体的实现上与数据包的协议类型并无多少关系，它只是把数据包简单的看成一个字节数组，而谓词判断会根据具体的协议映射到数组特定位置的值。如判断ARP类型数据包，只需要判断数组中第 13、14 个字节（以太头中的数据包类型）是否为 0X0806。从理论研究的意思上看，包过滤机制是一个数学问题，或者说是一个算法问题，其中心任务是如何使用最少的判断操作、最少的时间完成过滤处理，提高过滤效率。

BPF

Libpcap 重点使用 BPF（BSD Packet Filter）包过滤机制，BPF 于 1992 年被设计出来，其设计目的主要是解决当时已存在的过滤机制效率低下的问题。BPF的工作步骤如下：当一个数据包到达网络接口时，数据链路层的驱动会把它向系统的协议栈传送。但如果 BPF 监听接口，驱动首先调用 BPF。BPF 首先进行过滤操作，然后把数据包存放在过滤器相关的缓冲区中，最后设备驱动再次获得控制。注意到BPF是先对数据包过滤再缓冲，避免了类似 sun 的 NIT 过滤机制先缓冲每个数据包直到用户读数据时再过滤所造成的效率问题。参考资料D是关于 BPF 设计思想最重要的文献。

BPF 的设计思想和当时的计算机硬件的发展有很大联系，相对老式的过滤方式CSPF（CMU/Stanford Packet Filter）它有两大特点。1：基于寄存器的过滤机制，而不是早期内存堆栈过滤机制，2：直接使用独立的、非共享的内存缓冲区。同时，BPF 在过滤算法是也有很大进步，它使用无环控制流图（CFG control flow graph）,而不是老式的布尔表达式树（boolean expression tree）。布尔表达式树理解上比较直观，它的每一个叶子节点即是一个谓词判断，而非叶子节点则为 AND 操作或 OR操作。CSPF 有三个主要的缺点。1：过滤操作使用的栈在内存中被模拟，维护栈指针需要使用若干的加/减等操作，而内存操作是现代计算机架构的主要瓶颈。2：布尔表达式树造成了不需要的重复计算。3：不能分析数据包的变长头部。BPF 使用的CFG 算法实际上是一种特殊的状态机，每一节点代表了一个谓词判断，而左右边分别对应了判断失败和成功后的跳转，跳转后又是谓词判断，这样反复操作，直到到达成功或失败的终点。CFG 算法的优点在于把对数据包的分析信息直接建立在图中，从而不需要重复计算。直观的看，CFG 是一种"快速的、一直向前"的算法。

过滤代码的编译

BPF 对 CFG 算法的代码实现非常复杂，它使用伪机器方式。BPF 伪机器是一个轻量级的，高效的状态机，对 BPF 过滤代码进行解释处理。BPF 过滤代码形式为"opcode jt jf k"，分别代表了操作码和寻址方式、判断正确的跳转、判断失败的跳转、操作使用的通用数据域。BPF 过滤代码从逻辑上看很类似于汇编语言，但它实际上是机器语言，注意到上述 4 个域的数据类型都是 int 和 char 型。显然，由用户来写过滤代码太过复杂，因此 libpcap 允许用户书写高层的、容易理解的过滤字符串，然后将其编译为BPF代码。

Libpcap 使用了 4 个源程序 gencode.c、optimize.c、grammar.c、scanner.c完成编译操作，其中前两个实现了对过滤字符串的编译和优化，后两个主要是为编译提供从协议相关过滤条件到协议无关(的字符数组)位置信息的映射，并且它们由词汇分析器生成器 flex 和 bison 生成。参考资料 C 有对此两个工具的讲解。

|  |
| --- |
| flex -Ppcap\_ -t scanner.l > $$.scanner.c; mv $$.scanner.c scanner.c  bison -y -p pcap\_ -d grammar.y  mv y.tab.c grammar.c  mv y.tab.h tokdefs.h |

编译过滤字符串调用了函数 pcap\_compile()[getcode.c]，形式为：

|  |
| --- |
| int pcap\_compile(pcap\_t \*p, struct bpf\_program \*program,  char \*buf, int optimize, bpf\_u\_int32 mask) |

其中 buf 指向用户过滤字符串，编译后的 BPF 代码存在在结构 bpf\_program中，标志 optimize 指示是否对 BPF 代码进行优化。

|  |
| --- |
| /\* [pcap-bpf.h] \*/  struct bpf\_program {  u\_int bf\_len; /\* BPF 代码中谓词判断指令的数目 \*/  struct bpf\_insn \*bf\_insns; /\* 第一个谓词判断指令 \*/  };    /\* 谓词判断指令结构，含意在前面已描述 [pcap-bpf.h] \*/  struct bpf\_insn {  u\_short code;  u\_char jt;  u\_char jf;  bpf\_int32 k;  }; |

过滤代码的安装

前面我们曾经提到，在内核空间过滤数据包对整个捕获机制的效率是至关重要的。早期使用 SOCK\_PACKET 方式的 Linux 不支持内核过滤，因此过滤操作只能在用户空间执行（请参阅函数 pcap\_read\_packet() 代码）,在《UNIX 网络编程(第一卷)》（参考资料 B）的第 26 章中对此有明确的描述。不过现在看起来情况已经发生改变，linux 在 PF\_PACKET 类型的 socket 上支持内核过滤。Linux 内核允许我们把一个名为 LPF(Linux Packet Filter) 的过滤器直接放到 PF\_PACKET 类型 socket 的处理过程中，过滤器在网卡接收中断执行后立即执行。LSF 基于 BPF 机制，但两者在实现上有略微的不同。实际代码如下：

|  |
| --- |
| /\* 在包捕获设备上附加 BPF 代码 [pcap-linux.c]\*/  static int  pcap\_setfilter\_linux(pcap\_t \*handle, struct bpf\_program \*filter)  {  #ifdef SO\_ATTACH\_FILTER  struct sock\_fprog fcode;  int can\_filter\_in\_kernel;  int err = 0;  #endif  /\* 检查句柄和过滤器结构的正确性 \*/  if (!handle)  return -1;  if (!filter) {  strncpy(handle->errbuf, "setfilter: No filter specified",  sizeof(handle->errbuf));  return -1;  }  /\* 具体描述如下 \*/  if (install\_bpf\_program(handle, filter) < 0)  return -1;  /\* 缺省情况下在用户空间运行过滤器,但如果在内核安装成功,则值为 1 \*/  handle->md.use\_bpf = 0;    /\* 尝试在内核安装过滤器 \*/  #ifdef SO\_ATTACH\_FILTER  #ifdef USHRT\_MAX  if (handle->fcode.bf\_len > USHRT\_MAX) {  /\*过滤器代码太长，内核不支持 \*/  fprintf(stderr, "Warning: Filter too complex for kernel\n");  fcode.filter = NULL;  can\_filter\_in\_kernel = 0;  } else  #endif /\* USHRT\_MAX \*/  {  /\* linux 内核设置过滤器时使用的数据结构是 sock\_fprog，/  /\* 而不是 BPF 的结构 bpf\_program ,因此应做结构之间的转换 \*/  switch (fix\_program(handle, &fcode)) {    /\* 严重错误，直接退出 \*/  case -1:  default:  return -1;    /\* 通过检查，但不能工作在内核中 \*/  case 0:  can\_filter\_in\_kernel = 0;  break;  /\* BPF 可以在内核中工作 \*/  case 1:  can\_filter\_in\_kernel = 1;  break;  }  }  /\* 如果可以在内核中过滤，则安装过滤器到内核中 \*/  if (can\_filter\_in\_kernel) {  if ((err = set\_kernel\_filter(handle, &fcode)) == 0)  {  /\* 安装成功 !!! \*/  handle->md.use\_bpf = 1;  }  else if (err == -1) /\* 出现非致命性错误 \*/  {  if (errno != ENOPROTOOPT && errno != EOPNOTSUPP) {  fprintf(stderr, "Warning: Kernel filter failed:  %s\n",pcap\_strerror(errno));  }  }  }  /\* 如果不能在内核中使用过滤器，则去掉曾经可能在此 socket  上安装的内核过滤器。主要目的是为了避免存在的过滤器对数据包过滤的干扰 \*/  if (!handle->md.use\_bpf)  reset\_kernel\_filter(handle);[pcap-linux.c]  #endif  }  /\* 把 BPF 代码拷贝到 pcap\_t 数据结构的 fcode 上 \*/  int install\_bpf\_program(pcap\_t \*p, struct bpf\_program \*fp)  {  size\_t prog\_size;  /\* 首先释放可能已存在的 BPF 代码 \*/  pcap\_freecode(&p->fcode);  /\* 计算过滤代码的长度，分配内存空间 \*/  prog\_size = sizeof(\*fp->bf\_insns) \* fp->bf\_len;  p->fcode.bf\_len = fp->bf\_len;  p->fcode.bf\_insns = (struct bpf\_insn \*)malloc(prog\_size);  if (p->fcode.bf\_insns == NULL) {  snprintf(p->errbuf, sizeof(p->errbuf),  "malloc: %s", pcap\_strerror(errno));  return (-1);  }  /\* 把过滤代码保存在捕获句柄中 \*/  memcpy(p->fcode.bf\_insns, fp->bf\_insns, prog\_size);    return (0);  }  /\* 在内核中安装过滤器 \*/  static int set\_kernel\_filter(pcap\_t \*handle, struct sock\_fprog \*fcode)  {  int total\_filter\_on = 0;  int save\_mode;  int ret;  int save\_errno;  /\*在设置过滤器前，socket 的数据包接收队列中可能已存在若干数据包。当设置过滤器后，  这些数据包极有可能不满足过滤条件，但它们不被过滤器丢弃。这意味着，  传递到用户空间的头几个数据包不满足过滤条件。注意到在用户空间过滤这不是问题，  因为用户空间的过滤器是在包进入队列后执行的。Libpcap  解决这个问题的方法是在设置过滤器之前，首先读完接收队列中所有的数据包。  具体步骤如下。\*/    /\*为了避免无限循环的情况发生（反复的读数据包并丢弃，但新的数据包不停的到达），\*/  /\*首先设置一个过滤器，阻止所有的包进入 \*/    setsockopt(handle->fd, SOL\_SOCKET, SO\_ATTACH\_FILTER,  &total\_fcode, sizeof(total\_fcode)；  /\* 保存 socket 当前的属性 \*/  save\_mode = fcntl(handle->fd, F\_GETFL, 0);  /\* 设置 socket 它为非阻塞模式 \*/  fcntl(handle->fd, F\_SETFL, save\_mode | O\_NONBLOCK)；  /\* 反复读队列中的数据包，直到没有数据包可读。这意味着接收队列已被清空 \*/  while (recv(handle->fd, &drain, sizeof drain, MSG\_TRUNC) >= 0)；    /\* 恢复曾保存的 socket 属性 \*/  fcntl(handle->fd, F\_SETFL, save\_mode);    /\* 现在安装新的过滤器 \*/  setsockopt(handle->fd, SOL\_SOCKET, SO\_ATTACH\_FILTER,  fcode, sizeof(\*fcode));  }  /\* 释放 socket 上可能有的内核过滤器 \*/  static int reset\_kernel\_filter(pcap\_t \*handle)  {  int dummy;  return setsockopt(handle->fd, SOL\_SOCKET, SO\_DETACH\_FILTER,  &dummy, sizeof(dummy));  } |

linux 在安装和卸载过滤器时都使用了函数 setsockopt()，其中标志SOL\_SOCKET 代表了对 socket 进行设置，而 SO\_ATTACH\_FILTER 和 SO\_DETACH\_FILTER 则分别对应了安装和卸载。下面是 linux 2.4.29 版本中的相关代码：

|  |
| --- |
| [net/core/sock.c]  #ifdef CONFIG\_FILTER  case SO\_ATTACH\_FILTER:  ……  /\* 把过滤条件结构从用户空间拷贝到内核空间 \*/  if (copy\_from\_user(&fprog, optval, sizeof(fprog)))  break;  /\* 在 socket 上安装过滤器 \*/  ret = sk\_attach\_filter(&fprog, sk);  ……  case SO\_DETACH\_FILTER:  /\* 使用自旋锁锁住 socket \*/  spin\_lock\_bh(&sk->lock.slock);  filter = sk->filter;  /\* 如果在 socket 上有过滤器，则简单设置为空，并释放过滤器内存 \*/  if (filter) {  sk->filter = NULL;  spin\_unlock\_bh(&sk->lock.slock);  sk\_filter\_release(sk, filter);  break;  }  spin\_unlock\_bh(&sk->lock.slock);  ret = -ENONET;  break;  #endif |

上面出现的 sk\_attach\_filter() 定义在 net/core/filter.c，它把结构sock\_fprog 转换为结构 sk\_filter, 最后把此结构设置为 socket 的过滤器：sk->filter = fp。

其他代码

libpcap 还提供了其它若干函数，但基本上是提供辅助或扩展功能，重要性相对弱一点。我个人认为，函数 pcap\_dump\_open() 和 pcap\_open\_offline() 可能比较有用，使用它们能把在线的数据包写入文件并事后进行分析处理。

总结

1994 年 libpcap 的第一个版本被发布，到现在已有 11 年的历史，如今libpcap 被广泛的应用在各种网络监控软件中。Libpcap 最主要的优点在于平台无关性，用户程序几乎不需做任何改动就可移植到其它 unix 平台上；其次，libpcap也能适应各种过滤机制，特别对BPF的支持最好。分析它的源代码，可以学习开发者优秀的设计思想和实现技巧，也能了解到（linux）操作系统的网络内核实现，对个人能力的提高有很大帮助。
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