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**1. Résumé**

Cet article propose une méthode d'apprentissage auto-supervisée pour détecter les anomalies dans les systèmes distribués, en utilisant des données de traçage distribuées. La méthode repose sur une tâche d'apprentissage appelée ***Masked Span Prediction*** (MSP) qui prédit des événements manquants dans un ensemble de traces tout en exploitant les relations contextuelles dans les données. La technique surpasse les approches basées sur les modèles LSTM dans la détection d'anomalies, en particulier pour les longues séquences de traces, grâce à l'utilisation de mécanismes d'attention.

**2. Domaine traité**

La recherche se concentre sur la **détection d'anomalies dans les systèmes distribués**, avec un accent particulier sur l'utilisation des **traces distribuées** comme source principale de données.

**3. Problème résolu**

* **Problématique scientifique** : Les approches traditionnelles de détection d'anomalies dans les systèmes distribués ne gèrent pas efficacement les longues traces ou les interactions complexes entre services.
* **Lien avec le thème** : Dans un cadre **DevOps**, où la surveillance distribuée est essentielle, cette méthode permet d'améliorer la détection précoce des anomalies et la résilience des systèmes basés sur des microservices.
* **Question de recherche** : Comment détecter efficacement des anomalies dans des systèmes distribués à l'aide de techniques d'apprentissage non supervisées capables de gérer des données bruyantes et des séquences longues ?

**4. Intérêt d’avoir une solution pour le domaine d’étude**

Une telle solution améliore la capacité à surveiller les systèmes complexes basés sur des architectures de microservices, offrant une détection précoce des anomalies avant qu'elles n'entraînent des défaillances majeures. Cela s'aligne avec les principes DevOps en facilitant une réponse proactive et en augmentant la fiabilité des applications.

**5. Approche adoptée**

L’approche repose sur :

* L’utilisation des traces distribuées comme source principale d’information.
* Une tâche d'apprentissage appelée MSP, qui masque aléatoirement des événements dans une trace pour prédire leur position à partir de leur contexte.
* Une architecture basée sur des mécanismes d’attention (**self-attention**) pour capturer les relations globales et locales au sein des traces.

**6. Solution proposée**

* La solution comprend une architecture de type ***encoder-decoder*** basée sur des mécanismes d’attention.
* Le modèle est entraîné de manière auto-supervisée à partir de traces normales uniquement, sans besoin d’étiquetage manuel.
* Un score d'anomalie est calculé en comparant les prédictions du modèle avec les valeurs réelles des événements dans les traces.

**7. Discussion**

* **Points positifs** :
  + Gère efficacement les longues traces et les données complexes.
  + Supérieur aux modèles basés sur les LSTM pour la détection d'anomalies dans des traces distribuées.
  + Robuste face à des permutations mineures dans les traces normales.
* **Manquements** :
  + Limité aux données de traçage ; pourrait bénéficier d'une intégration avec d'autres sources (métriques, logs).
  + Nécessite une infrastructure pour capturer et traiter les traces distribuées.

**8. Intérêt pour le problème**

Cette approche est directement pertinente pour la **surveillance distribuée des applications en microservices** dans un cadre DevOps. Elle propose une méthode robuste et évolutive pour détecter les anomalies, essentielle à la gestion proactive des performances et à la résilience des systèmes distribués.
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