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Приложение нейросетевых алгоритмов

Лабораторная работа № 2. Задачи классификации. Многослойные нейронные сети.

**Задание.** Требуется реализовать алгоритмы на языке программирования Python без использования специализированных библиотек.

**Задача 1.** Ранее для введения нелинейности в нейронные сети в качестве функций активации традиционно использовали сигмоиду или гиперболический тангенс. Однако в последние годы все большую популярность приобретают различные кусочно-линейные функции активации наподобие тех, которые приведены ниже.
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В современных нейронных сетях функции активации ReLU (Rectified Linear Unit) и спрямленный гиперболический тангенс в значительной степени вытеснили сигмоиду и гиперболический тангенс, поскольку их использование упрощает тренировку многослойных нейронных сетей.

Пусть имеется функция XOR, в которой две точки ![](data:image/x-wmf;base64,183GmgAAAAAAAAAL4AIACQAAAADxVwEACQAAA4wCAAACALAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAgALCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////ACgAAmwIAAAUAAAAJAgAAAAIFAAAAFAIAAtwAHAAAAPsCtf0JAQAAAACQAQAAAAEAAgAQU3ltYm9sAAwAAAoAwGluAP7///9Y2RkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAwAAAUAAAAUAgAChgQcAAAA+wK1/QkBAAAAAJABAAAAAQACABBTeW1ib2wAuwAACgCAam4A/v///1jZGQCfINl2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAIAAn4GHAAAAPsCtf0JAQAAAACQAQAAAAEAAgAQU3ltYm9sAA0AAAoAwGluAP7///9Y2RkAnyDZdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAoAAAABQAAABQCAAKOCRwAAAD7ArX9CQEAAAAAkAEAAAABAAIAEFN5bWJvbAC8AAAKAIBqbgD+////WNkZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAKXkAAAUAAAAUAg4CFgAcAAAA+wJq/QkBAAAAAJABAAAAAQACABBTeW1ib2wADgAACgDAaW4A/v///7DZGQCfINl2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHt5AAAFAAAAFAIOAg8KHAAAAPsCav0JAQAAAACQAQAAAAEAAgAQU3ltYm9sAL0AAAoAgGpuAP7///+w2RkAnyDZdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB9AAAABQAAABQC4AGOARwAAAD7AkD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBABYAAAAyCgAAAAAKAAAAMCwgMCwgMSwgMdkAowCFAKkBowArAbYAowBbAIADsAAAACYGDwBWAUFwcHNNRkNDAQAvAQAALwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwACAwABAAMAAQMAAQACAIgwAAIAgiwAAgCBIAACAIgwAAACAJYoAAIAlikAAAIAgiwAAgCBIAADAAEDAAEAAgCIMQACAIIsAAIAgSAAAgCIMQAAAgCWKAACAJYpAAAAAgCWewACAJZ9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAMchAIoCAAAKAFsMZsdbDGbHIQCKAtDfGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) принадлежат к одному классу, а две другие точки ![](data:image/x-wmf;base64,183GmgAAAAAAAAAL4AIACQAAAADxVwEACQAAA4wCAAACALAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAgALCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7v////ACgAAmwIAAAUAAAAJAgAAAAIFAAAAFAIAAtwAHAAAAPsCtf0JAQAAAACQAQAAAAEAAgAQU3ltYm9sAK8AAAoAQGtuAP7///9Y2RkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKA0AAAUAAAAUAgACOQQcAAAA+wK1/QkBAAAAAJABAAAAAQACABBTeW1ib2wAoQAACgBga24A/v///1jZGQCfINl2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAIAAjEGHAAAAPsCtf0JAQAAAACQAQAAAAEAAgAQU3ltYm9sALAAAAoAQGxuAP7///9Y2RkAnyDZdkAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAoAAAABQAAABQCAAKOCRwAAAD7ArX9CQEAAAAAkAEAAAABAAIAEFN5bWJvbACiAAAKAIBpbgD+////WNkZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAKQ0AAAUAAAAUAg4CFgAcAAAA+wJq/QkBAAAAAJABAAAAAQACABBTeW1ib2wAsQAACgCgaW4A/v///7DZGQCfINl2QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAHsAAAAFAAAAFAIOAg8KHAAAAPsCav0JAQAAAACQAQAAAAEAAgAQU3ltYm9sAKMAAAoAgGluAP7///+w2RkAnyDZdkAAAAAEAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAAB9AAAABQAAABQC4AFkARwAAAD7AkD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBABYAAAAyCgAAAAAKAAAAMSwgMCwgMCwgMbYAowCFAKkBowBVAdkAowBbAIADsAAAACYGDwBWAUFwcHNNRkNDAQAvAQAALwEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwACAwABAAMAAQMAAQACAIgxAAIAgiwAAgCBIAACAIgwAAACAJYoAAIAlikAAAIAgiwAAgCBIAADAAEDAAEAAgCIMAACAIIsAAIAgSAAAgCIMQAAAgCWKAACAJYpAAAAAgCWewACAJZ9AAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtANUhAIoCAAAKADENZtUxDWbVIQCKAtDfGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA) – к другому. Покажите, как разделить два этих класса, используя функцию активации ReLU.

**Задача 2.** Пусть имеется двухмерный набор данных, в котором все точки с ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEYAIBCQAAAACQWAEACQAAA50BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBAAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAvUAHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTImAwYCBQAAABQCoAFOABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeHgKA4ADBQAAABQCoAHrARwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAGAAAKAIBpbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPjKAA5QAAAAmBg8AHgFBcHBzTUZDQwEA9wAAAPcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAbAAALAQACAIgxAAABAQAKAgSGPgA+AgCDeAADABsAAAsBAAIAiDIAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AySEAigIAAAoAgQ5myYEOZskhAIoC0N8ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) принадлежат к положительному классу, а все точки с ![](data:image/x-wmf;base64,183GmgAAAAAAAOAEYAIBCQAAAACQWAEACQAAA50BAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBAAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAvUAHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTIfAwYCBQAAABQCoAFOABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeHgDA4ADBQAAABQCoAHkARwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB2AAAKAIBqbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAAPHiAA5QAAAAmBg8AHgFBcHBzTUZDQwEA9wAAAPcAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAbAAALAQACAIgxAAABAQAKAgSGPAA8AgCDeAADABsAAAsBAAIAiDIAAAEBAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AXCEAigIAAAoA2gtmXNoLZlwhAIoC0N8ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) к отрицательному. Разделителем для этих двух классов является линейная гиперплоскость (прямая линия), определяемая уравнением ![](data:image/x-wmf;base64,183GmgAAAAAAAIAHYAIBCQAAAADwWwEACQAAA9YBAAACAJoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAoAHCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9ABwAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAvUAHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMTIOAwYCBQAAABQCoAFeBhwAAAD7AkD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAMDKAAwUAAAAUAqABTgAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///yjWGQCfINl2QAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh48gKAAwUAAAAUAqAB3wEcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAJAAACgCgaW4A/v///yjWGQCfINl2QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAC09LgOAA5oAAAAmBg8AKgFBcHBzTUZDQwEAAwEAAAMBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAwAbAAALAQACAIgxAAABAQAKAgSGEiItAgCDeAADABsAAAsBAAIAiDIAAAEBAAoCBIY9AD0CAIgwAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AFyEAigIAAAoAjg5mF44OZhchAIoC0N8ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

Создайте набор тренировочных данных с 20 точками, сгенерированными случайным образом в положительном квадранте единичного квадрата. Снабдите каждую точку меткой, указывающей на то, превышает или не превышает ее первая координата ![](data:image/x-wmf;base64,183GmgAAAAAAAKABYAICCQAAAADTXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAqABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///9gAQAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAvUAHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMQAGAgUAAAAUAqABTgAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///yjWGQCfINl2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5gAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN4AAMAGwAACwEAAgCIMQAAAQEAAACwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A8SEAigIAAAoA3wxm8d8MZvEhAIoC0N8ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) вторую координату ![](data:image/x-wmf;base64,183GmgAAAAAAAOABYAIBCQAAAACQXQEACQAAA1sBAAACAIYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAuABCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gAQAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAhEBHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMiAGAgUAAAAUAqABTgAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///yjWGQCfINl2QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHh5gAOGAAAAJgYPAAEBQXBwc01GQ0MBANoAAADaAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN4AAMAGwAACwEAAgCIMgAAAQEAAACwCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A+yEAigIAAAoAvQ1m+70NZvshAIoC0N8ZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=).

А.Реализуйте алгоритм перцептрона, обучите его на полученных выше 20 точках и протестируйте его точность на 1000 точках, случайно сгенерированных в единичном квадрате. Используйте для генерирования тестовых точек ту же процедуру, что и для тренировочных.

Б. Замените критерий перцептрона на нейрон типа адалайн (рассмотреть дискретный случай) при реализации тренировки и повторите определение точности вычислений на тех же тестовых точках, которые использовали перед этим.

Удалось ли вам в каком-то из способов получить лучшую точность? Как вы считаете, в каком случае классификация тех же 1000 тестовых точек не изменится значительно, если использовать другой набор из 20 тренировочных точек?

**Задача 3.** Требуется разработать и исследовать нейронную сеть обратного распространения, предназначенную для распознавания образов.

Даны в виде матрицы ![](data:image/x-wmf;base64,183GmgAAAAAAAGAD4AEBCQAAAACQXAEACQAAA1kBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gAwAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAASsAHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAMzM2AoADBQAAABQCgAExARwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbABvAAAKACBpbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAtACAA4MAAAAmBg8A+wBBcHBzTUZDQwEA1AAAANQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAiDMAAgSG1wC0AgCIMwAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBpIQCKAgAACgDaC2Zp2gtmaSEAigLQ3xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) (см. таблицу) 4 латинские буквы ![](data:image/x-wmf;base64,183GmgAAAAAAACAIIAIBCQAAAAAQVAEACQAAA3QBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiAICwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gBwAA9wEAAAUAAAAJAgAAAAIFAAAAFAKAAbMBHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////A1hkAnyDZdkAAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAALCAsICwgowCdAaMAbAGjAIADBQAAABQCgAFcABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////wNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAWFlMSWoCQAIPAoADlAAAACYGDwAdAUFwcHNNRkNDAQD2AAAA9gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDWAACAIIsAAIAgSAAAgCDWQACAIIsAAIAgSAAAgCDTAACAIIsAAIAgSAAAgCDSQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQC0IQCKAgAACgBpDma0aQ5mtCEAigJo4BkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

Требуется:

1. Построить и обучить нейронную сеть, которая могла бы решать задачу распознавания символов.
2. Произвести тестирование нейронной сети при добавлении шума.

|  |  |  |  |
| --- | --- | --- | --- |
|  |  |  |  |
| |  |  |  | | --- | --- | --- | | 1 | 0 | 1 | | 0 | 1 | 0 | | 1 | 0 | 1 | | |  |  |  | | --- | --- | --- | | 1 | 0 | 1 | | 0 | 1 | 0 | | 0 | 1 | 0 | | |  |  |  | | --- | --- | --- | | 0 | 1 | 0 | | 0 | 1 | 0 | | 0 | 1 | 0 | | |  |  |  | | --- | --- | --- | | 1 | 0 | 0 | | 1 | 0 | 0 | | 1 | 1 | 1 | |

В соответствии с таблицей входной сигнал для нейронной сети может быть представлен в виде развернутого растра – вектора длиной 9. Например, для буквы ![](data:image/x-wmf;base64,183GmgAAAAAAAAACwAEDCQAAAADSXQEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAQAAlwEAAAUAAAAJAgAAAAIFAAAAFAKAAVwAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAWHmAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAIQCKAgAACgCiDmZ2og5mdiEAigLQ3xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) это 101010101.

Теперь определимся с выходами нейронной сети. Очевидно, что для распознавания образов нейронная сеть должна иметь возможность формировать столько выходных сигналов, сколько образов она должна уметь распознавать.

В нашем случае таких образов четыре, поэтому возможны два варианта представления выходных данных нейронной сети:

1. Выходной слой с двумя нейронами (выходами), т.е. каждому символу ставится в соответствие двухпозиционный двоичный код.
2. Выходной слой с четырьмя нейронами (выходами), т.е. каждому символу свой выход.

Предлагается выбрать любой вариант.

Обучение нейронной сети:

Набор обучающих пар, используемых для обучения нейронной сети, составляется с учетом того, какой вариант формирования выходного слоя выбран в предыдущем разделе. Если выбран вариант с двумя выходами – каждой букве ставится в соответствие двухпозиционный двоичный код, то выходной слой выглядит следующим образом: ![](data:image/x-wmf;base64,183GmgAAAAAAAOAUIAIACQAAAADRSAEACQAAA9YBAAACALQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAuAUCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///+gFAAA9wEAAAUAAAAJAgAAAAIFAAAAFAKAAU8DHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAABwAAAAyCgAAAAAOAAAAMDAsIDAxLCAxMCwgMTHgANkAowA5A+AAtgCjAKYC4ADZAKMA3gLgAIADBQAAABQCgAFcABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAWFlJTL8FcgUCBYADBQAAABQCgAEKAhwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbABhAAAKAABqbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAALS0tLZUFCQU6BYADtAAAACYGDwBdAUFwcHNNRkNDAQA2AQAANgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDWAACBIYSIi0CAIgwAAIAiDAAAgCCLAACAIEgAAIAg1kAAgSGEiItAgCIMAACAIgxAAIAgiwAAgCBIAACAINJAAIEhhIiLQIAiDEAAgCIMAACAIIsAAIAgSAAAgCDTAACBIYSIi0CAIgxAAIAiDEAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AfiEAigIAAAoAgQlmfoEJZn4hAIoC0N8ZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

Если выбран вариант с четырьмя выходами, то выходной слой такой: ![](data:image/x-wmf;base64,183GmgAAAAAAACAcIAIACQAAAAARQAEACQAAA/YBAAACAMgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIgAiAcCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gGwAA9wEAAAUAAAAJAgAAAAIFAAAAFAKAAU8DHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAACgAAAAyCgAAAAAWAAAAMDAwMSwgMDAxMCwgMDEwMCwgMTAwMOAA4ADgALYAowA5A+AA4ADgANkAowDQAuAA4ADgANkAowDeAuAA4ADgAIADBQAAABQCgAFcABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAQAEAAAA8AEAAA0AAAAyCgAAAAAEAAAAWFlJTFwHVQfsBoADBQAAABQCgAEKAhwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAVAAAKACBsbgD+////KNYZAJ8g2XZAAAAABAAAAC0BAAAEAAAA8AEBAA0AAAAyCgAAAAAEAAAALS0tLTIH7AYkB4ADyAAAACYGDwCFAUFwcHNNRkNDAQBeAQAAXgEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDWAACBIYSIi0CAIgwAAIAiDAAAgCIMAACAIgxAAIAgiwAAgCBIAACAINZAAIEhhIiLQIAiDAAAgCIMAACAIgxAAIAiDAAAgCCLAACAIEgAAIAg0kAAgSGEiItAgCIMAACAIgxAAIAiDAAAgCIMAACAIIsAAIAgSAAAgCDTAACBIYSIi0CAIgxAAIAiDAAAgCIMAACAIgwAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAGshAIoCAAAKAPMLZmvzC2ZrIQCKAtDfGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA).

После того, как набор обучающих пар создан, необходимо обучить нейронную сеть и проверить, насколько корректно она решает поставленную задачу.

Проверка работы нейронной сети:

После качественного обучения нейронной сети, следует внести в исходные данные некоторый шум. Например, вместо растра буквы ![](data:image/x-wmf;base64,183GmgAAAAAAAEABwAEFCQAAAACUXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAUABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8AAQAAlwEAAAUAAAAJAgAAAAIFAAAAFAKAAUcAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///8o1hkAnyDZdkAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAASXmAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0kAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAIQCKAgAACgC3DmYTtw5mEyEAigLQ3xkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) – 010010010 попробуйте подать 010110010 и посмотреть: удастся ли нейронной сети распознать символ, несмотря на внесенные в данные шум.