**Exercise 2: E-commerce Platform Search Function**

**1.**

Big O notation is a powerful tool used in computer science to describe the time complexity or space complexity of algorithms. Big-O is a way to express the upper bound of an algorithm’s time or space complexity.

* It describes the asymptotic behavior (order of growth of time or space in terms of input size) of a function, not its exact value.
* It can be used to compare the efficiency of different algorithms or data structures.
* It provides an upper limit on the time taken by an algorithm in terms of the size of the input. We mainly consider the worst-case scenario of the algorithm to find its time complexity in terms of Big O.
* It’s denoted as O(f(n)), where f(n) is a function that represents the number of operations (steps) that an algorithm performs to solve a problem of size n.

Big O notation helps in analyzing algorithms in the following ways:

1. Comparing Algorithm Efficiency:

This allows us to compare the efficiency of different algorithms for solving the same problem. By looking at the Big O notation of two algorithms, we can quickly determine which one will perform better for large input sizes.

2. Predicting Algorithm Behaviour:

Big O notation helps us predict how an algorithm will perform as the input data grows. This is crucial for understanding algorithms' scalability and ensuring they can efficiently handle larger datasets.

3. Optimizing Code:

Understanding the Big O complexity of an algorithm is essential for optimizing code. By identifying complex algorithms, developers can focus on improving those parts of the codebase to make their software more efficient.

4. Resource Management:

Big O notation is also relevant for resource management, especially in resource-constrained environments such as embedded systems or server environments. It helps developers make informed decisions about memory usage, processing power, and other resources.

5. Problem-Solving Approach:

When solving complex problems, knowing the Big O complexity of different algorithms can guide the selection of appropriate data structures and algorithms. This helps devise efficient solutions to real-world problems.

The best, average, and worst-case scenarios for search operations.

1. Worst Case Analysis (Mostly used)

* In the worst-case analysis, we calculate the upper bound on the running time of an algorithm. We must know the case that causes a maximum number of operations to be executed.
* For Linear Search, the worst case happens when the element to be searched (x) is not present in the array. When x is not present, the search()function compares it with all the elements of arr[] one by one.
* This is the most commonly used analysis of algorithms (We will be discussing below why). Most of the time we consider the case that causes maximum operations.

2. Best Case Analysis (Very Rarely used)

* In the best-case analysis, we calculate the lower bound on the running time of an algorithm. We must know the case that causes a minimum number of operations to be executed.
* For Linear Search, the best case occurs when x is present at the first location. The number of operations in the best case is constant (not dependent on n). So, the order of growth of time taken in terms of input size is constant.

3. Average Case Analysis (Rarely used)

* In average case analysis, we take all possible inputs and calculate the computing time for all of the inputs. Sum all the calculated values and divide the sum by the total number of inputs.
* We must know (or predict) the distribution of cases. For the linear search problem, let us assume that all cases are uniformly distributed (including the case of x not being present in the array). So, we sum all the cases and divide the sum by (n+1). We take (n+1) to consider the case when the element is not present.

Summary of all the best, average, and worst-case scenarios for search operations is given in the following table.

|  |  |  |
| --- | --- | --- |
| Case | Linear Search | Binary Search |
| Best | O(1) | O(1) |
| Average | O(n/2) ≈ O(n) | O(log n) |
| Worst | O(n) | O(log n) |

**2,3.**

**Code**

public class Product{

    int productId;

    String productName;

    String category;

    public Product(int id, String name, String category){

        this.productId=id;

        this.productName=name;

        this.category=category;

    }

}

public class Search{

    public static Product linearSearch(Product[] products, String name) {

        for (int i=0;i<products.length;i++) {

            if (products[i].productName.equalsIgnoreCase(name)) {

                return products[i];

            }

        }

        return null;

    }

public static Product binarySearch(Product[] products, String name) {

        int low=0, high=products.length - 1;

        while (low<=high) {

            int mid = low + (high-low)/2;

            int cmp = products[mid].productName.compareToIgnoreCase(name);

            if (cmp == 0) {

                return products[mid];

            } else if (cmp<0) {

                low = mid + 1;

            } else {

                high = mid - 1;

            }

        }

        return null;

    }

}

public class ProductTest {

    public static void main(String[] args) {

        Product[] products = {

            new Product(1,"Keyboard", "Electronics"),

            new Product(2, "Laptop", "Electronics"),

            new Product(3,"Shoes", "Footwear"),

            new Product(4, "Book", "Stationery")

        };

        Product linearResult=Search.linearSearch(products,"keyboard");

        System.out.println("id: "+linearResult.productId+"\nCategory: "+linearResult.category);

        Product[] sorted\_products = {

            new Product(1, "Book", "Stationery"),

            new Product(2, "Keyboard", "Electronics"),

            new Product(3, "Laptop", "Electronics"),

            new Product(4, "Shoes", "Footwear")

        };

        Product binaryResult=Search.binarySearch(sorted\_products,"laptop");

        System.out.println("id: "+binaryResult.productId+"\nCategory: "+binaryResult.category);

    }

}

**Output**

**![](data:image/png;base64,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)**

**4.**

The time complexity of linear search is O(n), where n is the number of elements in the array. In the worst-case scenario, the algorithm has to check all elements before finding the target value, making it inefficient for large datasets.

The time complexity of binary search is O(log n), where n is the number of elements in the array. With each comparison, the search space is reduced by half, making it a highly efficient algorithm for searching large datasets.

Time complexity of Linear Search – O(n)

Time complexity of Binary Search – O(log n)

**Differences Between Binary Search and Linear Search**

1. **Type of input arrays**:

Binary search requires the input array to be sorted, whereas linear search can work on both sorted and unsorted arrays.

1. **Efficiency**:

Binary search is more efficient than linear search, especially for large datasets. Binary search has a time complexity of O(log n), while linear search has a time complexity of O(n).

1. **Algorithm Complexity**:

Linear search is a simpler algorithm compared to binary search, making it easier to understand and implement.

1. **Number of Comparisons**:

Linear search may require up to n comparisons (where n is the number of elements in the array), while binary search requires at most log2(n+1) comparisons.

**Binary search is better for performance, but only if the product list is sorted. For dynamic/unsorted data or very small datasets, linear search is simpler.**

**Exercise 7: Financial Forecasting**

**1,2,3.**

**Code**

public class FinancialForecast {

    public static double calcFutureValue(double principal, double rate, int years){

        if(years==0){

            return principal;

        }

        return calcFutureValue(principal\*(1+rate), rate, years-1);

    }

    public static void main(String[] args) {

        double principal=15000.00;

        double rate=0.05;

        int years=10;

        double futureValue=calcFutureValue(principal, rate, years);

        System.out.printf("The Future value will be = %.3f",futureValue);

    }

}

**Output**

![](data:image/png;base64,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)

**4.**

Time Complexity of the recursive algorithm is O(n).

For each year, we perform one recursive call. So, for n years, n recursive calls.

Recursion can lead to stack overflow, if n is large.

We can use tail recursion or iterative approach or memoization for optimized results.

**Exercise 1: Inventory Management System**

**1.**

In a large warehouse, there can be thousands of products.

Efficient storage (using optimal data structures) ensures fast retrieval and updates.

Algorithms help maintain performance, especially when handling search, insert, update, or delete operations frequently.

Suitable Data Structures:

HashMap (Java):

Best for fast lookups using productId as key.

Ideal for add/update/delete/search in O(1) average time.

ArrayList / LinkedList:

Simpler but slower (especially for search/delete, which are O(n)).

**2.**

**Code**

class Product {

    int productId;

    String productName;

    int quantity;

    double price;

    public Product(int productId, String productName, int quantity, double price) {

        this.productId = productId;

        this.productName = productName;

        this.quantity = quantity;

        this.price = price;

    }

    @Override

    public String toString() {

        return productId + " | " + productName + " | " + quantity + " | $" + price;

    }

}

import java.util.HashMap;

class InventoryManager {

    private HashMap<Integer, Product> inventory = new HashMap<>();

    public void addProduct(Product p) {

        inventory.put(p.productId, p);

    }

    public void updateProduct(int id, String name, int quantity, double price) {

        if (inventory.containsKey(id)) {

            Product p = inventory.get(id);

            p.productName = name;

            p.quantity = quantity;

            p.price = price;

        }

    }

    public void deleteProduct(int id) {

        inventory.remove(id);

    }

    public void displayInventory() {

        for (Product p : inventory.values()) {

            System.out.println(p);

        }

    }

}

**3.**

| **Operation** | **Time Complexity (HashMap)** | **Reason** |
| --- | --- | --- |
| Add | O(1) | Direct key-based insertion |
| Update | O(1) | Direct key access/update |
| Delete | O(1) | Key-based removal |
| Search/Display | O(n) | Loop over all products |

If requirement of sorting (e.g., by price) is there, one can consider using a **TreeMap** or sort the values manually. One can use a **database** in real applications to handle persistence and concurrent access and add validation and error handling in a production-level system.

**Exercise 3: Sorting Customer Orders**

**1.**

**Bubble Sort**

* Compares adjacent items and swaps them if they are in the wrong order.
* Repeats this process until the list is sorted.
* Best case time complexity: O(n)
* Average case time complexity: O(n²)
* Worst case time complexity: O(n²)

**Insertion Sort**

* Builds the sorted list one item at a time.
* Each new item is compared with already sorted items and placed in the correct position.
* Best case time complexity: O(n)
* Average case time complexity: O(n²)
* Worst case time complexity: O(n²)

**Quick Sort**

* A **divide-and-conquer** algorithm.
* Picks a pivot and partitions the array into elements smaller and greater than the pivot.
* Recursively applies the same logic to the subarrays.
* Best case time complexity: O(n log n)
* Average case time complexity: O(n log n)
* Worst case time complexity: O(n²) (rare; depends on pivot choice)

**Merge Sort**

* Also divide-and-conquer.
* Divides array into halves, sorts each recursively, and merges them.

**Time Complexity:**

* Best case time complexity: O(n log n)
* Average case time complexity: O(n log n)
* Worst case time complexity: O(n log n)

**2,3.**

**Code**

class Order {

    int orderId;

    String customerName;

    double totalPrice;

    public Order(int orderId, String customerName, double totalPrice) {

        this.orderId = orderId;

        this.customerName = customerName;

        this.totalPrice = totalPrice;

    }

    @Override

    public String toString() {

        return orderId + " | " + customerName + " | $" + totalPrice;

    }

}

public static void bubbleSort(Order[] orders) {

    int n = orders.length;

    for (int i = 0; i < n - 1; i++) {

        boolean swapped = false;

        for (int j = 0; j < n - i - 1; j++) {

            if (orders[j].totalPrice > orders[j + 1].totalPrice) {

                Order temp = orders[j];

                orders[j] = orders[j + 1];

                orders[j + 1] = temp;

                swapped = true;

            }

        }

        if (!swapped) break;

    }

}

public static void quickSort(Order[] orders, int low, int high) {

    if (low < high) {

        int pi = partition(orders, low, high);

        quickSort(orders, low, pi - 1);

        quickSort(orders, pi + 1, high);

    }

}

private static int partition(Order[] orders, int low, int high) {

    double pivot = orders[high].totalPrice;

    int i = low - 1;

    for (int j = low; j < high; j++) {

        if (orders[j].totalPrice < pivot) {

            i++;

            Order temp = orders[i];

            orders[i] = orders[j];

            orders[j] = temp;

        }

    }

    Order temp = orders[i + 1];

    orders[i + 1] = orders[high];

    orders[high] = temp;

    return i + 1;

}

**4.**

|  |  |  |
| --- | --- | --- |
| Criteria | Bubble Sort | Quick Sort |
| Time Complexity (Average case) | O(n²) | O(n log n) |
| Time Complexity (Worst case) | O(n²) | O(n²) |
| Time Complexity (Best case) | O(n) | O(n log n) |
| Space Complexity | O(1) | O(log n) |

Bubble Sort becomes inefficient as the dataset becomes large, whereas, Quick Sort, although recursive, performs very well on average and is widely used in production systems.

**Exercise 4: Employee Management System**

**1.**

Arrays are contiguous blocks of memory.

Any element in an array can be accessed directly using its index in O(1) time ie.. arrays support random access.

Each element of an array is stored at a fixed offset from the base address: Address of arr[i] = base + (i × size of each element).

Advantages of Arrays

* Fast random access
* Simple and easy to use
* Cache-friendly due to contiguous memory layout
* Memory-efficient for fixed-size datasets

**2,3.**

**Code**

class Employee {

    int employeeId;

    String name;

    String position;

    double salary;

    public Employee(int employeeId, String name, String position, double salary) {

        this.employeeId = employeeId;

        this.name = name;

        this.position = position;

        this.salary = salary;

    }

    @Override

    public String toString() {

        return employeeId + " | " + name + " | " + position + " | $" + salary;

    }

}

public class EmployeeManager {

    private Employee[] employees;

    private int count;

    public EmployeeManager(int size) {

        employees = new Employee[size];

        count = 0;

    }

    public void addEmployee(Employee emp) {

        if (count < employees.length) {

            employees[count++] = emp;

        } else {

            System.out.println("Array full. Cannot add more employees.");

        }

    }

    public Employee searchEmployee(int empId) {

        for (int i = 0; i < count; i++) {

            if (employees[i].employeeId == empId) {

                return employees[i];

            }

        }

        return null;

    }

    public void displayAll() {

        for (int i = 0; i < count; i++) {

            System.out.println(employees[i]);

        }

    }

    public void deleteEmployee(int empId) {

        for (int i = 0; i < count; i++) {

            if (employees[i].employeeId == empId) {

                for (int j = i; j < count - 1; j++) {

                    employees[j] = employees[j + 1];

                }

                employees[--count] = null;

                System.out.println("Employee deleted.");

                return;

            }

        }

        System.out.println("Employee not found.");

    }

**4.**

|  |  |  |
| --- | --- | --- |
| Operation | Time Complexity | Explanation |
| Add | O(1) | Append at the end using index |
| Search | O(n) | Linear search through array |
| Traverse | O(n) | Visit each element |
| Delete | O(n) | Find and shift elements after deletion |

Limitations of Arrays:

* Fixed size: Cannot grow/shrink dynamically
* Insertion/Deletion is costly (O(n)) due to shifting elements
* Wastes memory if the array is underutilized

When to Use Arrays:

* When the number of elements is known and fixed
* When fast random access is needed
* When working with small, static datasets

**Exercise 5: Task Management System**

**1.**

Singly Linked List

* A linear data structure where each node points to the next node.
* Structure: Data -> Next
* Operations: traversal is one-way only (forward).

Doubly Linked List

* Each node points to both the next and the previous node.
* Structure: Prev <- Data -> Next
* Allows forward and backward traversal.
* Slightly more memory-intensive than singly linked lists.

**2,3.**

**Code**

class Task {

    int taskId;

    String taskName;

    String status;

    public Task(int taskId, String taskName, String status) {

        this.taskId = taskId;

        this.taskName = taskName;

        this.status = status;

    }

    @Override

    public String toString() {

        return taskId + " | " + taskName + " | " + status;

    }

}

class Node {

    Task task;

    Node next;

    public Node(Task task) {

        this.task = task;

        this.next = null;

    }

}

public class TaskManager {

    private Node head;

    public void addTask(Task task) {

        Node newNode = new Node(task);

        if (head == null) {

            head = newNode;

        } else {

            Node current = head;

            while (current.next != null)

                current = current.next;

            current.next = newNode;

        }

    }

    public Task searchTask(int taskId) {

        Node current = head;

        while (current != null) {

            if (current.task.taskId == taskId) {

                return current.task;

            }

            current = current.next;

        }

        return null;

    }

    public void displayTasks() {

        Node current = head;

        while (current != null) {

            System.out.println(current.task);

            current = current.next;

        }

    }

    public void deleteTask(int taskId) {

        if (head == null) return;

        if (head.task.taskId == taskId) {

            head = head.next;

            return;

        }

        Node current = head;

        while (current.next != null) {

            if (current.next.task.taskId == taskId) {

                current.next = current.next.next;

                return;

            }

            current = current.next;

        }

        System.out.println("Task ID not found.");

    }

}

**4.**

|  |  |  |
| --- | --- | --- |
| Operation | Time Complexity | Explanation |
| Add | O(n) | Traverse to the end |
| Search | O(n) | Linear search |
| Traverse | O(n) | One pass through the list |
| Delete | O(n) | Find and adjust pointers |

|  |  |  |
| --- | --- | --- |
| Feature | Array | Linked List |
| Memory Allocation | Fixed, contiguous | Dynamic, scattered |
| Insertion/Deletion | Costly (shift elements) | Efficient (adjust pointers) |
| Access Time | O(1) random access | O(n) traversal required |
| Memory Efficiency | Less (no extra pointers) | More (each node has a pointer) |
| Ideal For | Static datasets | Dynamic data with frequent add/delete |

**Exercise 6: Library Management System**

**1.**

Linear Search

* Checks each element one by one.
* Works on unsorted data.
* Best case time complexity: O(1) (match at start)
* Average case time complexity: O(n)
* Worst case time complexity: O(n) (match at end or not found)

Binary Search

* Works only on sorted data.
* Divides the array in halves repeatedly.
* Best case time complexity:: O(1)
* Average case time complexity: O(log n)
* Worst case time complexity: O(log n)

**2,3.**

**Code**

import java.util.List;

class Book {

    int bookId;

    String title;

    String author;

    public Book(int bookId, String title, String author) {

        this.bookId = bookId;

        this.title = title;

        this.author = author;

    }

    @Override

    public String toString() {

        return bookId + " | " + title + " | " + author;

    }

    public static Book linearSearchByTitle(List<Book> books, String targetTitle) {

        for (Book book : books) {

            if (book.title.equalsIgnoreCase(targetTitle)) {

            return book;

            }

        }

    return null;

    }

    public static Book binarySearchByTitle(List<Book> books, String targetTitle) {

        int left = 0, right = books.size() - 1;

        while (left <= right) {

            int mid = (left + right) / 2;

            int cmp = books.get(mid).title.compareToIgnoreCase(targetTitle);

            if (cmp == 0)

                return books.get(mid);

            else if (cmp < 0)

                left = mid + 1;

            else

                right = mid - 1;

        }

        return null;

    }

}

**4.**

|  |  |  |  |
| --- | --- | --- | --- |
| Algorithm | Time Complexity  (Best Case) | Time complexity  (Average case) | Time complexity  (Worst case) |
| Linear Search | O(1) | O(n) | O(n) |
| Binary Search | O(1) | O(log n) | O(log n) |

When to Use Linear Search:

* Unsorted or small datasets
* Quick implementation
* Dynamic data with frequent insertions

When to Use Binary Search

* Large datasets that are sorted
* Performance-critical apps
* Static or rarely modified lists