机器学习模型在阿片类药物使用量预测应用中的评估研究

——关于美国五个州的阿片类药物使用量的实证分析
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1. 前言（绪论）
   1. 研究背景和意义
      1. 研究背景

研究表明，全球超过1/5的人正在遭受疼痛的折磨，其中半数患者的疼痛程度达到中度或重度水平，65岁以上的老年人慢性疼痛的发生率更是超过50%。作为有效缓解中、重度疼痛的阿片类药物。虽然许多人需要阿片类药物来控制他们的慢性和严重的疼痛，但这些治疗的一个常见后果是滥用、成瘾和升级到更恶劣的药物。阿片类药物是一种麻醉性止痛药，包括非法毒品海洛因，他们从罂粟花中提取，或人工合成，结构与其他阿片类药物相似。一些阿片类处方药的例子是吗啡、氢考酮、双氢吗啡酮和芬太尼。虽然这类药物中几乎每一种都可以用来治疗慢性疼痛，但阿片类药物的使用已经远远超出了处方药的范围，而且已经成为一种流行病。

据统计，仅2013年全球就有2800万~3800万人非法使用阿片类药物（占15~65岁之间全球人口的0.6%~0.8%）。根据美国疾病控制和预防中心的数据显示，阿片类药物的滥用已经导致美国历史上最为严重的药物过量使用，并于2014年将该问题列入五大公共卫生挑战之一。阿片类药物大体可以为三大类：非合成阿片类药物:可待因、吗啡、鸦片；半合成阿片类药物:氢可酮、羟可酮、丁丙诺啡、海洛因；合成阿片类药物:芬太尼、布托啡诺、美沙酮、丙氧芬。2013 年以来芬太尼等合成阿片类药物相关的死亡人数增加，其中2016 年芬太尼及相关药物死亡人数就超过2 万人。1999~2017 年统计数据显示，非法使用阿片类药物的群体中，男性比女性占有更大的人数比例，18~25 岁的年龄群体且更容易接触到阿片类药品。

在过去几十年里，阿片类药物滥用不仅仅是美国存在的问题，包括我国、欧洲在内的世界大部分国家和地区都存在该问题。因此，应对阿片类药物滥用是一个全球性的公共卫生问题。这种药物成瘾对社会的核心稳定发展构成了严重的威胁。

* + 1. 研究意义

由于阿片类药物在日常生活中很常见，了解周围的人如何将其纳入阿片类药物使用的可能性是很重要的。与周围环境一样，数据支持某些社会经济因素可能与阿片类药物使用增加有关。鉴于这些可能性，最重要的是要找出这些因素是否能预测未来的阿片类药物使用，以及能在多大程度上预测未来的阿片类药物使用，以便制止如此多的受害者阿片类药物成瘾的恶性循环。因此，了解和分析阿片类药物的过度使用情况并找出扭转这一趋势的方法刻不容缓。

本研究从数据出发，通过拟合不同的统计模型来预测和分析不同的阿片类药物在不同的地区的使用情况，用来为政府政策提供信息从而控制危机。同时，通过模型泛化可以扩展到更多相类似的问题上进行预测，使模型具有一定的可扩展性。

* 1. 国内外研究现状

国内外研究表明，阿片类药物的滥用是一个多影响因素且影响因素见关系复杂的公共卫生事件。目前关于此类问题预测的方法主要以传统的logistic回归模型（logistic regression）为主。但传统模型在使用条件上较为苛刻，需要考虑数据分布是否合适、变量之间的共线性和交互作用等多种问题，特别是对多变量的问题尤为明显。因此，应用传统回归模型进行预测阿片类药物使用情况具有一定的局限性。

机器学习作为人工智能领域的“内核”，通过研究历史数据抓取事务的本质特征，以模型或算法为代表的呈现方式，实现分类、预测、回归拟合等分析行为。对于多重共线性问题，机器学习中的神经网络模型可以很好的解决，而且对于数据的分布几乎没有任何限制。对于变量属性间的交互作用，贝叶斯网络模型可以反应不同因素间的相互关系。在自变量属性众多（如，成百上千个），传统模型不稳定甚至根本无法建立模型，集成学习却可以解决，且模型稳健。而在传染病扩散、毒品传播、疾病预后等多变量、影响因素间相互作用负责的情况下，机器学习算法模型可能显著优于传统预测模型。

目前在结合机器学习算法与阿片类药物滥用的研究中，彭巧娟等学者通过灰色关联度得到阿片类药物使用趋势与社会因素的相关性，利用神经网络进行修正验证。韦可等人通过使用多项式回归的方法，借助支持向量机确定了多项式具体参数，从而预测阿片类药物滥用率。他们所提出的模型虽然具有一定的普适性并能用于预测多个县的药物使用总量，但只是使用了机器学习中一种比较常见和普遍性比较高的算法，并不能比较除不同机器学习算法中的差异优劣。

正是由于阿片类药物使用量的影响因素复杂、使用量差异较大。且自变量之间存在多重共线性和交互作用。传统的预测模型在预测这类问题时受限，为解决这个问题，本研究利用人工智能核心技术的多种机器学习算法来预测阿片类药物使用量。通过评价比较不同的机器学习算法来确定最佳的模型，以此来描述和预测分析阿片类药物使用量问题。

* 1. 主要研究思路

对不同地区、不同类型的阿片类药物进行描述性分析。通过数据可视化来描述药物使用情况，包括阿片类药物使用的数量和地域趋势，通过可视化的描述得出初步猜测，以便后续深入的建模分析研究。

基于时间序列分析的基本理论建立模型。考虑到时间序列的效应，为了简化模型，通过移动平均方法来消除时间序列在机器学习模型中的影响。考虑到三种阿片类药物的变异特征存在多样性，因此设置三次序列家族来代表三类药物使用的变异。分别对三类阿片类药物建立一个修正的移动平均模型。从时间序列的角度去描述阿片类药物使用的变化过程。

提取强相关性的社会经济属性。考虑到时间序列较短，通过纳入社会经济因素进一步修正时间序列模型，使其更加准确。由于所分析的与阿片类药物使用相关的各种社会经济属性太多，且考虑到过拟合问题和简化模型，因此不适合简单的将所有社会因素加入向量模型中。因此利用决策树和相关系数来探索阿片类药物使用与社会经济数据之间的相关性。找出与阿片类具有较强的相关性的社会经济属性。

通过机器学习算法建立模型。利用多种机器学习算法来预测阿片类药物使用量。将强相关性的社会经济属性纳入到不同的机器学习算法中，具体包括如下算法：K-临近算法（K-nearest neighbor algorithm）、支持向量机(Support Vector Machines)、朴素贝叶斯算法(naive Bayes)、集成学习（Ensembale Learning）、神经网络（Neural networks）、随机森林。

评价和比较不同算法的优劣。通过不用方法的机器学习模型的预测结果的错误率、ROC曲线等性能指标评价和比较不同模型的优劣，以期进一步完善机器学习方法在阿片类药物使用量预测分析的统计学模型。最后，综合利用机器学习方法的预测和自回归预测，将平衡两个预测方法权重的问题转化为一个自变量分为为机器学习方法预测值和自回归预测值的线性模型。

* 1. 研究方法与内容
     1. 研究方法

在大量阅读文献的基础上，了解和掌握机器学习算法和药物扩散方面的研究进展及相关理论，收集2010-2016年美国462个县阿片类药物报告数和社会经济指标的历史数据。依照公共卫生理论基础，运用统计学等相关知识，描述2010-2016年不同地区和不同类型阿片类药物使用情况的特征。并采用移动平均处理时间序列模型、决策树、K-临近算法、支持向量机、神经网络、随机森林等方法对阿片类药物的使用情况进一步分析。在研究中将2010-2015年数据作为模型的训练集，将2016年数据作为测试集来评估模型优劣。后文会对相关算法进行详细介绍。

* + 1. 研究内容

各地区、各类阿片类药物使用分布情况

社会经济因素对阿片类药物分布和扩散的影响强度

机器学习的不同算法在阿片类药物使用量预测中的比较

实现多类别的数据可视化

降低或消除时间效应对模型的影响

从众多社会经济属性中识别与阿片类药物使用量有强相关的属性

机器学习算法在python中的实现

* 1. 数据来源与说明
     1. 数据来源

数据来源于美国国家法医实验室信息系统（NFLIS）与美国人口统计局（U.S. Census Bureau）。数据包括美国7年(2010-2015年)462个县的麻醉性镇痛药和海洛因的药物鉴定计数，以及各年份各县的一系类常见的社会经济因素。俄亥俄州，肯塔基州，西弗吉尼亚州，弗吉尼亚州和田纳西州

* 1. 数据说明

采用Office Excel2016收集数据，通过Python3.6软件对数据进行进一步分析。由于数据的复杂性已经部分数据存在缺失等情况，不便于直接对数据进行统计分析，因此分析前对数据进行了一定的整理，具体如下：

删除了没有测量值的因素。

删除只在特定年份测量的因素，因为多年的趋势将较少出现，更容易受到潜在的异常值影响。

删除所有县数据不完整的因素，由于可能存在由于数据缺失而不明显的隐藏趋势而使模型的效果产生一定程度的误差。

1. 模型建立准备
   1. 现状分析
      1. 不同类型阿片类药物的使用情况
      2. 不同地区阿片类药物的使用情况
   2. 时间序列趋势

时间序列家族1：阿片类药物(非合成阿片类药物) 使用和报告的变化；时间序列家族2：半合成阿片类药物使用和报告的变化；时间序列家族3：合成阿片类药物使用报告的变化。

Figure4

Fig\_class

* 1. 特征属性选择

Table.corr

1. 机器学习预测模型
   1. K近邻模型
      1. 方法

K最近邻（KNN，K-Nearest Neighbor）分类算法是数据挖掘分类技术中最简单的方法之一。计算测试数据与各个训练数据之间的距离，按照距离的递增关系进行排序，选取距离最小的K个点，确定前K个点所在类别出现频率，返回前K个点中出现频率最高的类别作为测试数据的预测分类。

K是预测目标点是取几个临近的点来预测，如果K的取值过小是，一旦有噪声得分存在将会对预测产生比较大影响

* + 1. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的K-最近邻模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.89 | 0.72 | 0.80 | 745 |
|  | 较低水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 中水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 无 | 0.30 | 0.57 | 0.39 | 152 |
|  | 均数/合计 | 0.79 | 0.69 | 0.73 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 较高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 低水平 | 0.93 | 0.74 | 0.82 | 823 |
|  | 较低水平 | 0.09 | 0.31 | 0.14 | 36 |
|  | 中水平 | 0.40 | 0.50 | 0.45 | 66 |
|  | 无 | 0.16 | 0.44 | 0.23 | 36 |
|  | 均数/合计 | 0.83 | 0.70 | 0.75 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.56 | 0.82 | 0.67 | 11 |
|  | 较高水平 | 0.05 | 0.50 | 0.09 | 2 |
|  | 低水平 | 0.91 | 0.74 | 0.82 | 713 |
|  | 较低水平 | 0.09 | 0.25 | 0.13 | 40 |
|  | 中水平 | 0.65 | 0.53 | 0.58 | 191 |
|  | 无 | 0.01 | 0.25 | 0.03 | 4 |
|  | 均数/合计 | 0.82 | 0.68 | 0.74 | 961 |

* 1. 决策树模型
     1. 方法
     2. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的决策树模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.73 | 0.74 | 0.73 | 589 |
|  | 较低水平 | 0.20 | 0.50 | 0.29 | 2 |
|  | 中水平 | 1.00 | 1.00 | 1.00 | 2 |
|  | 无 | 0.49 | 0.46 | 0.47 | 304 |
|  | 均数/合计 | 0.64 | 0.65 | 0.65 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 2 |
|  | 较高水平 | 0.50 | 0.12 | 0.20 | 8 |
|  | 低水平 | 0.78 | 0.80 | 0.79 | 647 |
|  | 较低水平 | 0.38 | 0.31 | 0.34 | 141 |
|  | 中水平 | 0.35 | 0.40 | 0.37 | 73 |
|  | 无 | 0.28 | 0.31 | 0.29 | 90 |
|  | 均数/合计 | 0.64 | 0.64 | 0.64 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.69 | 0.79 | 0.73 | 14 |
|  | 较高水平 | 0.25 | 0.42 | 0.31 | 12 |
|  | 低水平 | 0.78 | 0.77 | 0.77 | 583 |
|  | 较低水平 | 0.31 | 0.31 | 0.31 | 116 |
|  | 中水平 | 0.62 | 0.59 | 0.60 | 165 |
|  | 无 | 0.32 | 0.34 | 0.33 | 71 |
|  | 均数/合计 | 0.65 | 0.65 | 0.65 | 961 |

* 1. 随机森林模型
     1. 方法
     2. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的随机森林模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.88 | 0.74 | 0.81 | 713 |
|  | 较低水平 | 0.20 | 1.00 | 0.33 | 1 |
|  | 中水平 | 1.00 | 1.00 | 1.00 | 2 |
|  | 无 | 0.38 | 0.60 | 0.46 | 181 |
|  | 均数/合计 | 0.78 | 0.71 | 0.74 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 1 |
|  | 较高水平 | 0.50 | 0.33 | 0.40 | 3 |
|  | 低水平 | 0.93 | 0.79 | 0.86 | 779 |
|  | 较低水平 | 0.34 | 0.56 | 0.43 | 72 |
|  | 中水平 | 0.51 | 0.67 | 0.58 | 63 |
|  | 无 | 0.25 | 0.58 | 0.35 | 43 |
|  | 均数/合计 | 0.83 | 0.75 | 0.78 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.81 | 0.93 | 0.87 | 14 |
|  | 较高水平 | 0.30 | 0.43 | 0.35 | 14 |
|  | 低水平 | 0.94 | 0.77 | 0.84 | 704 |
|  | 较低水平 | 0.24 | 0.40 | 0.30 | 70 |
|  | 中水平 | 0.61 | 0.68 | 0.64 | 139 |
|  | 无 | 0.15 | 0.55 | 0.23 | 20 |
|  | 均数/合计 | 0.81 | 0.72 | 0.76 | 961 |

* 1. 支持向量机模型
     1. 方法
     2. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的支持向量机模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.94 | 0.73 | 0.82 | 779 |
|  | 较低水平 | 0.20 | 0.50 | 0.29 | 2 |
|  | 中水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 无 | 0.28 | 0.70 | 0.40 | 116 |
|  | 均数/合计 | 0.85 | 0.72 | 0.77 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 较高水平 | 0.50 | 0.50 | 0.50 | 2 |
|  | 低水平 | 0.98 | 0.72 | 0.83 | 903 |
|  | 较低水平 | 0.01 | 1.00 | 0.02 | 1 |
|  | 中水平 | 0.38 | 0.56 | 0.45 | 55 |
|  | 无 | 0.00 | 0.00 | 0.00 | 0 |
|  | 均数/合计 | 0.95 | 0.71 | 0.81 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.75 | 0.92 | 0.83 | 13 |
|  | 较高水平 | 0.05 | 0.50 | 0.09 | 2 |
|  | 低水平 | 0.96 | 0.72 | 0.82 | 772 |
|  | 较低水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 中水平 | 0.62 | 0.56 | 0.59 | 174 |
|  | 无 | 0.00 | 0.00 | 0.00 | 0 |
|  | 均数/合计 | 0.89 | 0.69 | 0.78 | 961 |

* 1. 神经网络模型
     1. 方法
     2. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的神经网络模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.82 | 0.74 | 0.78 | 667 |
|  | 较低水平 | 0.20 | 0.33 | 0.25 | 3 |
|  | 中水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 无 | 0.42 | 0.53 | 0.47 | 227 |
|  | 均数/合计 | 0.72 | 0.69 | 0.70 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 较高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 低水平 | 0.93 | 0.78 | 0.85 | 788 |
|  | 较低水平 | 0.11 | 0.38 | 0.17 | 34 |
|  | 中水平 | 0.59 | 0.47 | 0.52 | 103 |
|  | 无 | 0.22 | 0.61 | 0.32 | 36 |
|  | 均数/合计 | 0.84 | 0.72 | 0.77 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.50 | 0.67 | 0.57 | 12 |
|  | 较高水平 | 0.30 | 0.35 | 0.32 | 17 |
|  | 低水平 | 0.93 | 0.74 | 0.83 | 725 |
|  | 较低水平 | 0.04 | 0.23 | 0.07 | 22 |
|  | 中水平 | 0.62 | 0.58 | 0.60 | 168 |
|  | 无 | 0.15 | 0.65 | 0.24 | 17 |
|  | 均数/合计 | 0.82 | 0.69 | 0.75 | 961 |

* 1. 线性回归模型
     1. 方法
     2. 结果

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **各类阿片类药物的神经网络模型结果** | | | | | |
| **类别** | | **精确率** | **召回率** | **F1-评分** | **支持度** |
| 非合成阿片类 |  |  |  |  |  |
|  | 低水平 | 0.89 | 0.75 | 0.81 | 715 |
|  | 较低水平 | 0.20 | 0.50 | 0.29 | 2 |
|  | 中水平 | 1.00 | 1.00 | 1.00 | 2 |
|  | 无 | 0.38 | 0.62 | 0.47 | 178 |
|  | 均数/合计 | 0.78 | 0.72 | 0.74 | 897 |
| 合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.00 | 0.00 | 0.00 | 0 |
|  | 较高水平 | 1.00 | 1.00 | 1.00 | 2 |
|  | 低水平 | 0.95 | 0.73 | 0.83 | 862 |
|  | 较低水平 | 0.09 | 0.32 | 0.15 | 34 |
|  | 中水平 | 0.40 | 0.54 | 0.46 | 61 |
|  | 无 | 0.00 | 0.00 | 0.00 | 2 |
|  | 均数/合计 | 0.89 | 0.70 | 0.78 | 961 |
| 半合成阿片类 |  |  |  |  |  |
|  | 高水平 | 0.75 | 0.86 | 0.80 | 14 |
|  | 较高水平 | 0.10 | 0.50 | 0.17 | 4 |
|  | 低水平 | 0.96 | 0.72 | 0.82 | 776 |
|  | 较低水平 | 0.02 | 0.40 | 0.03 | 5 |
|  | 中水平 | 0.60 | 0.58 | 0.59 | 160 |
|  | 无 | 0.00 | 0.00 | 0.00 | 2 |
|  | 均数/合计 | 0.89 | 0.69 | 0.77 | 961 |

1. 模型评估与结果
   1. 各种算法对比
   2. 模型验证

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **类别** | **次数** | **KNN** | **决策树** | **支持向量机** | **随机森林** | **神经网络** | **线性回归** |
| sub1：非合成类阿片药 |  |  |  |  |  |  |  |
|  | 1 | 0.627 | 0.571 | 0.638 | 0.62 | 0.653 | 0.646 |
|  | 2 | 0.605 | 0.481 | 0.631 | 0.514 | 0.636 | 0.63 |
|  | 3 | 0.595 | 0.381 | 0.64 | 0.448 | 0.624 | 0.656 |
|  | 4 | 0.552 | 0.244 | 0.621 | 0.297 | 0.548 | 0.613 |
|  | 5 | 0.518 | 0.193 | 0.609 | 0.24 | 0.571 | 0.597 |
|  | 6 | 0.456 | 0.143 | 0.563 | 0.136 | 0.539 | 0.587 |
|  | 7 | 0.579 | 0.249 | 0.632 | 0.308 | 0.626 | 0.638 |
|  | 8 | 0.622 | 0.346 | 0.629 | 0.345 | 0.657 | 0.636 |
|  | 9 | 0.511 | 0.249 | 0.623 | 0.226 | 0.378 | 0.558 |
|  | 10 | 0.632 | 0.389 | 0.642 | 0.47 | 0.642 | 0.651 |
| sub2：合成类阿片药 |  |  |  |  |  |  |  |
|  | 1 | 0.627 | 0.569 | 0.638 | 0.604 | 0.653 | 0.646 |
|  | 2 | 0.605 | 0.468 | 0.631 | 0.521 | 0.636 | 0.63 |
|  | 3 | 0.595 | 0.384 | 0.64 | 0.43 | 0.624 | 0.656 |
|  | 4 | 0.552 | 0.256 | 0.621 | 0.285 | 0.548 | 0.613 |
|  | 5 | 0.518 | 0.187 | 0.609 | 0.249 | 0.571 | 0.597 |
|  | 6 | 0.456 | 0.144 | 0.563 | 0.12 | 0.539 | 0.587 |
|  | 7 | 0.579 | 0.267 | 0.632 | 0.292 | 0.626 | 0.638 |
|  | 8 | 0.622 | 0.356 | 0.629 | 0.334 | 0.657 | 0.636 |
|  | 9 | 0.511 | 0.248 | 0.623 | 0.226 | 0.378 | 0.558 |
|  | 10 | 0.632 | 0.383 | 0.642 | 0.469 | 0.642 | 0.651 |
| sub3：半合成类阿片药 |  |  |  |  |  |  |  |
|  | 1 | 0.627 | 0.571 | 0.638 | 0.62 | 0.653 | 0.646 |
|  | 2 | 0.605 | 0.481 | 0.631 | 0.514 | 0.636 | 0.63 |
|  | 3 | 0.595 | 0.381 | 0.64 | 0.448 | 0.624 | 0.656 |
|  | 4 | 0.552 | 0.244 | 0.621 | 0.297 | 0.548 | 0.613 |
|  | 5 | 0.518 | 0.193 | 0.609 | 0.24 | 0.571 | 0.597 |
|  | 6 | 0.456 | 0.143 | 0.563 | 0.136 | 0.539 | 0.587 |
|  | 7 | 0.579 | 0.249 | 0.632 | 0.308 | 0.626 | 0.638 |
|  | 8 | 0.622 | 0.346 | 0.629 | 0.345 | 0.657 | 0.636 |
|  | 9 | 0.511 | 0.249 | 0.623 | 0.226 | 0.378 | 0.558 |
|  | 10 | 0.632 | 0.389 | 0.642 | 0.47 | 0.642 | 0.651 |

* 1. 模型结果（影响因素重要性）

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **表 重要度前20的变量** | | | | | | | | |
| **顺次** | **sub1：非合成类阿片药** | |  | **sub2：合成类阿片药** | |  | **sub3：半合成类阿片药** | |
| **变量** | **重要度** |  | **变量** | **重要度** |  | **变量** | **重要度** |
| 1 | HC02\_VC04 | 46.209 |  | HC02\_VC27 | 31.670 |  | HC01\_VC30 | 20.239 |
| 2 | HC01\_VC130 | 47.353 |  | HC02\_VC39 | 32.843 |  | HC02\_VC70 | 20.637 |
| 3 | HC01\_VC87 | 49.371 |  | HC02\_VC04 | 32.875 |  | HC01\_VC88 | 21.580 |
| 4 | HC01\_VC67 | 50.199 |  | HC01\_VC85 | 33.687 |  | HC01\_VC18 | 22.200 |
| 5 | HC01\_VC133 | 51.415 |  | HC01\_VC45 | 33.961 |  | HC01\_VC86 | 22.256 |
| 6 | HC01\_VC10 | 54.277 |  | HC01\_VC39 | 34.971 |  | HC01\_VC47 | 22.340 |
| 7 | HC02\_VC30 | 54.867 |  | HC01\_VC79 | 35.222 |  | HC01\_VC11 | 22.413 |
| 8 | HC01\_VC14 | 57.136 |  | HC01\_VC10 | 35.295 |  | HC02\_VC30 | 22.554 |
| 9 | HC02\_VC39 | 57.612 |  | HC02\_VC70 | 35.818 |  | HC01\_VC71 | 22.555 |
| 10 | HC01\_VC71 | 58.650 |  | HC02\_VC87 | 36.788 |  | HC01\_VC10 | 22.614 |
| 11 | HC01\_VC11 | 64.877 |  | HC02\_VC30 | 37.576 |  | HC01\_VC65 | 23.505 |
| 12 | HC02\_VC70 | 65.573 |  | HC01\_VC77 | 40.491 |  | HC02\_VC27 | 24.725 |
| 13 | HC01\_VC66 | 65.857 |  | HC01\_VC67 | 41.881 |  | HC01\_VC70 | 24.863 |
| 14 | HC02\_VC13 | 71.530 |  | HC01\_VC130 | 42.031 |  | HC01\_VC89 | 27.527 |
| 15 | HC02\_VC14 | 72.133 |  | HC02\_VC17 | 45.485 |  | HC01\_VC06 | 41.240 |
| 16 | HC01\_VC47 | 73.347 |  | HC01\_VC86 | 50.250 |  | HC01\_VC131 | 52.870 |
| 17 | HC02\_VC17 | 74.480 |  | HC02\_VC29 | 51.561 |  | HC01\_VC194 | 55.908 |
| 18 | HC01\_VC04 | 74.819 |  | HC01\_VC71 | 58.459 |  | HC03\_VC03 | 67.628 |
| 19 | HC01\_VC86 | 78.833 |  | HC02\_VC28 | 71.088 |  | HC01\_VC79 | 71.249 |
| 20 | HC02\_VC27 | 100.000 |  | HC01\_VC70 | 100.000 |  | HC01\_VC31 | 100.000 |

1. 结论（讨论）
   1. 模型比较结论
   2. 社会经济因素结论
   3. 政策启示结论