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# proposal

The goal of the project is to correctly identify digits from a dataset of tens of thousands of handwritten images. Different machine learning algorithms will be studied on the toy dataset to learn from first-hand what works well and how techniques compare. Later on, the most successful algorithm can further be applied to a real life image dataset.

# Methodology

In this project both classification methods such as SVM and K-nearest neighbors will be studied. Dimensionality reduction will be provided with PCA. Later on performance of those classification methods will be compared by simple convolutional neural networks (CNN). CNN model will be developed with the help of Keras library working on Tensorflow framework. Throughout the project data augmentation techniques will be employed and several regularization methods such as *dropout* and *batch normalization* will be used extensively.

# Data

* The MNIST (Modified National Institute of Standards and Technology) database is a large and mixed dataset composed of hand-written digits by high school students and US Census Bureu. It is composed of 70000 images (60000 for training and 10000 for test). This data set is already available in Scikit-Learn library with the same structure of the creators LeCun et al. [2]. The dataset is made available under a [Creative Commons Attribution-Share Alike 3.0 license](https://creativecommons.org/licenses/by-sa/3.0/).
* Depending on the progress of the project, the data set can be enlarged to real life data of images.
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