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Results:P3AFormer modelTL; NR: to track objects as pixel-wise distributions.

Motivation 
1. Pixel-wise information matters (PVNet, Peng, 2018).
2. Low-confident predictions are helpful in MOT (ByteTrack, Zhang, 2021).
3. Smooth prediction leads to better generalization (Park, 2022).

MOT17 Benchmarks

Pixel-wise association scheme in P3AFormer. One 
object is represented as a pixel-wise distribution, 
denoted by spheres with the radial gradient change in 
the above figure. We use one arrow and spheres on 
the arrow to denote a track.

Bergmann, 2019: 
Objects as bounding boxes

Previous 2 (Zhou, 2020): 
Objects as points

Ours: 
objects as pixel-wise 
distributions

More details, more robust!

The left image is from (Park, 
2022). Transformers benefit 
from smooth predictions.

Diagram of P3AFormer model. The 
backbone encodes the input images, 
and the pixel decoder produces pixel-
level multi-frame feature embeddings. 
Then the object decoder predicts latent 
object features, which are passed 
through several MLP heads to produce 
class distribution and the pixel-wise 
representations for object center and 
size The detailed structure of the object 
decoder. It uses masked attention, self-
attention, and feed-forward networks 
(FFN) to update the query embedding.  

Visualization of learned pixel-wise distributions.
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