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Część teoretyczna:

**Dyskretyzacja** - zamiana ciągłych wartości zmiennej losowej na wartości dyskretne. Oznacza to podzielenie danych zebranych dla pewnego atrybutu na określoną liczbę przedziałów. Dyskretyzacja może zostać dokonana w założeniu o podaną przez użytkownika liczbę przedziałów. Wtedy uzyskuje się przedziały o równej długości. Kolejną metodą jest preferowanie najliczniejszych klas. Najliczniejsza wartość zostaje przyporządkowana do przedziału 1, kolejna pod względem liczebności do przedziału 2 itd., aż do osiągnięcia zadanej przez użytkownika maksymalnej ilości przedziałów n. Wtedy wszystkie następne liczebności zostaną przyporządkowane do przedziału n+1.

**Normalizacja** - polega na podzieleniu danej wartości pomniejszonej o średnią dla całego atrybutu do którego należy ta wartość przez odchylenie standardowe. Odchyleniem standardowym #TODO

*Metryki oceny odległości*:

* **odległość Euklidesowa** - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADsAAAARBAMAAACRPMnQAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGIuvnXRIzzL782Dpv91dd0oYAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAoUlEQVQoz2MQYhBiwASMCowKYIYwEGKRNmA0oI90SACrAUKKVZVhIbI0W2oBewBCOi2c4RqyNAe7AqcAkCkIBECqoZRBAcVwToYukKF3gQAkOIEhAEV6D0MsB8Jw7gNQaaVrEOntDI8ykKQfsIJdzrahCyLNuzUYyWkMVyPA0qwG/Pj9nYdf+gVeaeYGBgYRIMQi7cDowBDGyoAHsP38xQAAvC8iD6euDPAAAAAKdEVYdERlcHRoAP/////5mMHvAAAAAElFTkSuQmCC) jest to odległość na płaszczyźnie pomiędzy dwoma punktami podanymi w argumentach funkcji jako wektory. Oblicza się ją jako pierwiastek z sumy kwadratów odległości w poszczególnych wymiarach.
* **odległość Mahalanobisa** - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJUAAAAUBAMAAAB2YGIBAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYBjPdItInd0yr7/z++lLQ5B4AAAACXBIWXMAAA7EAAAOxAGVKw4bAAABnUlEQVQ4y62UvUvDQBjGnzZJ07TGD9TFwRbpJmj92FwOHIoVJINQFIcMRRFBuihO0kXB7UAnESziIB1ERFzc9B/ooItTN1f/AvUuSdNrvSOCfZfL8+bHm/ee9y6AH5nvf8dnUAp59Cx00rtaGpCQpGMdyiBKaqr0dtiSo0BZRg3C/CLQ3j11QJQUieWNtl3xO1m/V8AHa4h6IkWUlJtyWh0nKjBdGXUOLABnaNVSUv2uYFdS6iPL3gCVsJaSskOxBZwCBaLXhNGu4hlpig3oFGa9fs1rKandMDMLjCFRzmvC0dhcxCNMggxyCPtSUutcxI8Bi32oAEtz7CzLTLBgC52HA6OCSxpsESszSsp44X7l5oA0e1nie77gXT+x4LtogPBaA0O03YaSCm5ils8BRWAcy5ZwapqMYt3be4LLSsqPvhru2bIDDONoW6CqOrPIRbIp1FJSwc1oeAeQzTU9UhSv5cOSn3U7py+ngnhNcUO4Z79jsktHUbfeo1WTUftdOoqaPvGWNQlkOd2ZCEqr+r5JKOMPmY6cRXv0E/wBa5eYBJAWgJQAAAAKdEVYdERlcHRoAP/////5mMHvAAAAAElFTkSuQmCC) potocznie nazywa się ją ważoną odległością euklidesową. Macierzą wag jest odwrócona macierz kowariancji obliczona dla całego zbiory danych.
* **metryka Manhattan** - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFMAAAAhBAMAAABXdor5AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAGOnz+3SdYN0ySL+vz4ucOuqgAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABT0lEQVQ4y2OQ/68EBMr+//8HMBAAbP8LwLRovwIhpQz9jhCa04qgUpEfUIY0AwPjAxyK5MAk+/8ECJcLqPQADqUyEOr8L7gIIaVMn4lWyvn/ArFKGeK/IpSypjLEoCiKC2AWQCjl/T8BrnRVLMNVBl4BuEqupRe4F/AKwJQy2CvAlU64xwAJZ0ZBQUGgDk7eAD4kBzCsd0S41YHTAMyM3r179x4gzcLAiqxUGOEAdgXWDTPfILm1iIGV8w1CqTrCW+wXOF5NX42ktIIhgH01UCknODVxPEAKrO2hRxmOIynlDp0A5Msw8DWAeHvQo0BxAWqoKi6AOoDtArrSfWgRsA/m1iKoAB/B2OIyhHJrgEoTcCgVQwkpnp8Ek7bZTCCYVZr7n2CG4fgPAw8IKeVaBQMMAwkuMgwsmHeAaKVVG4hWylNAtFImKaKVcj8gQhEAchBdQHYUPtYAAAAKdEVYdERlcHRoAP////6On/F5AAAAAElFTkSuQmCC) odległością w tej metryce jest suma bezwzględnych różnic współrzędnych dwóch podanych punktów.
* **metryka L\_nieskończoność** - ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFkAAAAVBAMAAADfv1+LAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYOnPnYsydPMY3b9Ir/t349WaAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABJ0lEQVQoz2NgQAOcAQzYwVRsgpwXcKieO7hUCxmKhJUaMByvPsCuf0AjAKia3Z2hFkVdaQHHBKhq9jbOjwzLGdTZHjBwCDiAzD5TzGDOwDwBrpjnuAH3AeYJYNWMDQzfGLYyTGB4xsDWOgGkOsGU4SXEUTNnzgSKsDEXsMJcwqjA8BOomjH8GQPDLYi7H7A1gFVX7969ey+Q5mNgR1O9HGg2ZzHYJYwK7BvSYpHcLcTAzhaLrJrnAcO3AhbOHrBqA66YxNNIqqUYChhPA1WzFTCc+jL3d+ojgS2F0SJdDHoOIJdsLL/OcBFJNXd5ApA/l4F1Aa7w1jyAKqx5ADl24CEGVb0VzZCtVIl5BxyqpyCYbLEMJADG06SoRgkxwgA9xPCDrUSpAgDXJll19zYMfQAAAAp0RVh0RGVwdGgA/////o6f8XkAAAAASUVORK5CYII=) inaczej zwana odległością Czebyszewa. Odnosząc się do szachownicy jest to odległość między dwoma polami, wyrażona w ruchach jakie musi wykonać figura króla.[[1]](#footnote-1)

Część techniczna:

Graficzny interfejs użytkownika został stworzony w oparciu o framework Kivy. Jest to multiplatformowa biblioteka umożliwiająca uruchamianie aplikacji na takich systemach jak Windows, MacOS, Linux, Android, iOS,

Metody służące do dyskretyzacji danych zostały napisane natywnie, tzn. bez wykorzystania żadnych zewnętrznych framework'ów, czy bibliotek.

Do implementacji metryk oceny odległości, tj. odległość Euklidesowa, odległość Mahalanobisa, metryka Manhattan, metryka L\_nieskończoność została wykorzystana zewnętrzna biblioteka pythona o nazwie SCIPY. Oferuje ona odpowiednie metody, które po podaniu wektorów o dowolnej długości n, pozwala obliczyć odległości pomiędzy punktami o współrzędnych w przestrzeni n-wymiarowej.

Wyniki eksperymentów:

- dyskretyzacja (przedziały równej długości) - zbiór arrhythmia.txt, atrybut 1 (wiek pacjenta), 10 i 5 przedziałów

- dyskretyzacja (preferowanie najliczniejszych klas) - zbiór arrhythmia.txt, klasa decyzyjna, 6 i 3 klasy

- standaryzacja (normalizacja) - zbiór irisdat.txt, atrybut 2 (szerokość listków)

- standaryzacja (przedział min-max) - zbiór income.txt, atrybut 1 i 2, przedział 0-10

- klasyfikacja k-nn - zbiory irisdat.txt, income.txt, arrhythmia.txt, - pokazać na wykresie zależność jakości klasyfikatora mierzonej metodą leave-one-out od ilości sąsiadów dla różnych metryk oceny odległości, ilość sąsiadów 1 do n-1, gdzie n-liczność zbioru danych

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| wynik | metoda | parametry | k | e |
|  | | | | |
| 0.326666666667 60 1 | MAHALANOBIS | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 10 | 40 |
| 0.326666666667 50 1 | MAHALANOBIS | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 70 | 40 |
| 0.326666666667 70 1 | MAHALANOBIS | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 50 | 40 |
| 0.326666666667 50 1 | MAHALANOBIS | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 60 | 40 |
| 0.326666666667 50 1 | MAHALANOBIS | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 80 | 40 |
| 32,66666667 | MANHATAN | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 10 | 40 |
| 0.313333333333 | MANHATAN | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 70 | 40 |
| 0.32 | MANHATAN | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 50 | 40 |
| 0.326666666667 | MANHATAN | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 60 | 60 |
| 0.32 | MANHATAN | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 80 | 60 |
| 33,33333333 | EUCLIDES | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 10 | 40 |
| 32,66666667 | EUCLIDES | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 70 | 40 |
| 0.32 | EUCLIDES | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 50 | 40 |
| 0.326666666667 | EUCLIDES | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 50 | 40 |
| 33,33333333 | CZEBYSZEW | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 10 | 40 |
| 0.313333333333 | CZEBYSZEW | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 70 | 40 |
| 0.313333333333 | CZEBYSZEW | ["LISSZE","LISDLG","PLADLG", "PLASZE"] | 50 | 40 |
| 0.340909090909 | MAHALANOBIS | ["Aktywa","Przych"] | 50 | 40 |
| 0.333333333333 | MAHALANOBIS | ["Aktywa","Przych"] | 60 | 40 |
| 0.333333333333 | MAHALANOBIS | ["Aktywa","Przych"] | 70 | 40 |
| 0.371212121212 | MAHALANOBIS | ["Aktywa","Przych"] | 2 | 70 |
| 0.371212121212 | MAHALANOBIS | ["Aktywa","Przych"] | 3 | 70 |
| 0.371212121212 | MAHALANOBIS | ["Aktywa","Przych"] | 4 | 70 |
| 0.356060606061 | MANHATAN | ["Aktywa","Przych"] | 50 | 70 |
| 0.333333333333 | MANHATAN | ["Aktywa","Przych"] | 60 | 70 |
| 0.348484848485 | MANHATAN | ["Aktywa","Przych"] | 70 | 70 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 5 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 3 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 4 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 6 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 7 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 10 | 50 |
| 0.378787878788 | MANHATAN | ["Aktywa","Przych"] | 8 | 50 |
| 0.371212121212 | MANHATAN | ["Aktywa","Przych"] | 2 | 70 |
| 0.371212121212 | MANHATAN | ["Aktywa","Przych"] | 3 | 70 |
| 0.371212121212 | MANHATAN | ["Aktywa","Przych"] | 4 | 70 |
| 0.356060606061 | EUCLIDES | ["Aktywa","Przych"] | 50 | 40 |
| 0.333333333333 | EUCLIDES | ["Aktywa","Przych"] | 60 | 40 |
| 0.333333333333 | EUCLIDES | ["Aktywa","Przych"] | 70 | 40 |
| 0.378787878788 | EUCLIDES | ["Aktywa","Przych"] | 3 | 50 |
| 0.378787878788 | EUCLIDES | ["Aktywa","Przych"] | 5 | 50 |
| 0.378787878788 | EUCLIDES | ["Aktywa","Przych"] | 2 | 50 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 2 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 3 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 4 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 6 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 8 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 9 | 70 |
| 0.371212121212 | EUCLIDES | ["Aktywa","Przych"] | 10 | 70 |
| 0.340909090909 | CZEBYSZEW | ["Aktywa","Przych"] | 50 | 40 |
| 0.325757575758 | CZEBYSZEW | ["Aktywa","Przych"] | 60 | 40 |
| 0.333333333333 | CZEBYSZEW | ["Aktywa","Przych"] | 70 | 40 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 3 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 5 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 4 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 2 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 6 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 7 | 50 |
| 0.378787878788 | CZEBYSZEW | ["Aktywa","Przych"] | 1 | 50 |
| 0.371212121212 | CZEBYSZEW | ["Aktywa","Przych"] | 8 | 70 |
| 0.371212121212 | CZEBYSZEW | ["Aktywa","Przych"] | 9 | 70 |
| 0.371212121212 | CZEBYSZEW | ["Aktywa","Przych"] | 10 | 70 |

Wnioski:

Jak wiemy odnośnie dyskretyzacji, dane mogą być kontrolowane albo niekontrolowane w zależności, od tego czy posiadają informacje o klasie. Podobnie, kontrolowane metody dyskretyzacji biorą pod uwagę klasę, natomiast niekontrolowane metody tej informacji nie wykorzystują. Dyskretyzacja niekontrolowana widoczna jest w metodach prymitywnych takich jak równa szerokość i równa częstość. W metodach niekontrolowanych, obszary ciągłe są dzielone przez użytkownika na przedziały z góry określoną szerokością albo częstością (jednakowa ilość przykładów w każdym przedziale).

Jednak są to metody, które przy niejednolitych wartościach ciągłych nie dają dobrych wyników. Ponadto narażone są na wartości izolowane, tj. wartości znacznie oddalone od pozostałych, mogące wynikać z przekłamań, które znacząco wpływają na zasięg.

Stosując metoda leave-one-out musimy się liczyć z tym, że jest to proces dosyć czasochłonny, im większa ilość obiektów wejściowych tym skokowo wzrasta nam koszt wszystkich iteracji. Wadą tego sposobu jest to, ze każda próbka będąca czy to w części testowej czy treningowej jest użyta tylko raz. Ponadto realny błąd, który możemy otrzymać w momencie estymacji będzie zakłamany, ponieważ mniejsza, a nie większa część zbioru jest używana do testów.

1. http://pl.wikipedia.org/wiki/Odleg%C5%82o%C5%9B%C4%87\_Czebyszewa, [dostęp: 12.04.2014] [↑](#footnote-ref-1)