В этом задании вы научитесь работать с TensorFlow и тренировать генеративно-состязательные сети (Generative Adversarial Network)

**Задание:** в коде тренировки GAN пропущены имплементации некоторых функций. Имплементируйте их и запустите тренировку GAN. В начале тренировки вы увидите шумовые картинки. Потом изображения будут становиться четче, и в конце вы получите изображения похожие на:

|  |  |  |
| --- | --- | --- |
| Fully Connected GAN (MNIST) | Deep Convolutional GAN (MNIST) | Deep Convolutional GAN (CIFAR10) |
| C:\Users\dyashuni\Desktop\1.png | C:\Users\dyashuni\Desktop\2.png | C:\Users\dyashuni\Desktop\3.png |

**Пояснения к заданию**

Для генерации изображений GAN-ы используют две нейронные сети. Одна сеть – генератор ***G*** – генерирует изображения из шумового распределения. Другая сеть – дискриминатор ***D***, принимает на вход сгенерированные изображения и изображения из тренировочного датасета и пытается определить какое изображение ей пришло на вход, настоящее или сгенерированное. Цель генератора – обмануть дискриминатор, т.е. сгенерировать правдоподобные изображения, на которых дискриминатор будет ошибаться.

Процесс обучения GAN, когда генератор пытается обмануть дискриминатор, а дискриминатор пытается отличить настоящие изображения от искусственных, можно рассматривать как минимаксную игру:
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Для нахождения решения можно последовательно обновлять веса нейронных сетей генератора и дискриминатора:

1. обновляем веса генератор ***G***, чтобы минимизировать вероятность верного ответа дискриминатора ***D***
2. обновляем веса дискриминатора ***D***, чтобы максимизировать вероятность верного ответа дискриминатора ***D***

Такая процедура обновлений весов полезна для теоретического анализа, но на практике она работает не очень хорошо, т.к. появляется проблема исчезающих градиентов для генератора, когда дискриминатор с большой уверенностью предсказывает, что изображение искусственное. На практике лучше обновлять веса генератора так, чтобы **максимизировать вероятность ошибки дискриминатора**. Этот стандартный прием позволяет улучшить ситуацию с исчезающими градиентами и применяется во многих статьях.

В этом задании мы будем следующим образом обновлять веса генератора и дискриминатора:

1. обновляем веса генератор ***G***, чтобы максимизировать вероятность ошибки дискриминатора ***D***на сгенерированных данных  
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2. обновляем веса дискриминатора ***D***, чтобы максимизировать вероятность верного ответа дискриминатора ***D*** на реальных и сгенерированных данных  
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В TensorFlow удобнее решать задачу минимизации, поэтому функцию потерь генератора ***G*** запишем в виде:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAQgAIACQAAAABRTAEACQAAAy8DAAACAOgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAsAQCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AEAAAJgIAAAUAAAAJAgAAAAIFAAAAFAK/ATcIHAAAAPsC9/3jAAAAAACQAQAAAAEAAgAQU3ltYm9sAHcXFwqzqD99AGjbGACAk1V3gAFZd9IbZv4EAAAALQEAAAkAAAAyCgAAAAABAAAAW3kAAAUAAAAUAr8BBBAcAAAA+wL3/eMAAAAAAJABAAAAAQACABBTeW1ib2wAd3geCpFoPn0AaNsYAICTVXeAAVl30htm/gQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAF15AAAFAAAAFAIDAq0FHAAAAPsCIv8AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuANzXGACAk1V3gAFZd9IbZv4EAAAALQEAAAQAAADwAQEADAAAADIKAAAAAAMAAAB+KCmRKAHTALwBBQAAABQCoAHECBwAAAD7AoD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgDc1xgAgJNVd4ABWXfSG2b+BAAAAC0BAQAEAAAA8AEAABIAAAAyCgAAAAAHAAAAbG9nKCgpKf9mAMAAKAKkAUQBfgAAAwUAAAAUAgMC9QAcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTVXeAAVl30htm/gQAAAAtAQAABAAAAPABAQANAAAAMgoAAAAABAAAAEd6cHpNBBAB6AC8AQUAAAAUAqAB8gocAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A3NcYAICTVXeAAVl30htm/gQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAERHerWeAcIBAAMFAAAAFAKgAR4CHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHcXFwq2qD99ANzXGACAk1V3gAFZd9IbZv4EAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAA9LSwBAAMFAAAAFAKgATQAHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQTVQgRXh0cmEAHgqUaD59ANzXGACAk1V3gAFZd9IbZv4EAAAALQEBAAQAAADwAQAACQAAADIKAAAAAAEAAABsLQADBQAAABQCoAEoBBwAAAD7AoD+AAAAAAAAkAEAAAABAAIAEEV1Y2xpZCBNYXRoIFR3bwDc1xgAgJNVd4ABWXfSG2b+BAAAAC0BAAAEAAAA8AEBAAkAAAAyCgAAAAABAAAARS0AA+gAAAAmBg8AxQFBcHBzTUZDQwEAngEAAJ4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBABAAAAAAAAAADwECBIsTIWwPAAMAGwAACwEADwECAINHAAAPAAEBAAoPAQIEhj0APQIEhhIiLRNFdWNsaWRNYXRoMgARBkV1Y2xpZCBNYXRoIFR3bwAIBQACBH+E8EUPAAMAGwAACwEADwECAIN6AAIAgn4AAgCDcAACAIIoAAIAg3oAAgCCKQAADwABAQAKDwEDAAMDAA8AAQAPAQICgmwAAgCCbwACAIJnAAIAg0QAAgCCKAACAINHAAIAgigAAgCDegACAIIpAAIAgikAAAIAllsAAgCWXQAAAAAsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0A/tIbZv4AAAoAOACKAQAAAAABAAAADOIYAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

Функция потерь дискриминатора ***D***:

![](data:image/x-wmf;base64,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)

Датасеты MNIST и CIFAR10 возьмите отсюда <https://github.com/dyashuni/HSE_2017/tree/master/Datasets>  
и обновите mnist\_path и cifar10\_path переменные в коде.

**Бонус**: сделайте что-нибудь дополнительное и получите бонусные баллы.

**Форма сдачи**: сделайте презентацию, покажите ваши имплементации функций и сгенерированные изображения. Чем отличаются изображения, сгенерированные полно-связными (fully connected) и сверточными (convolutional) нейронными сетями и почему?