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results = make_gpt3_requests(
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if max(rouge_scores) > 0.7:
engine="davinci",
prompts=batch_inputs,
max_tokens=1024,
temperature=0.7,
top_p=0.5,
frequency_penalty=0,
presence_penalty=2,

continue
all_instructions = seed_instructions + machine_instructions
most_similar_instructions = {
all_instructions[i] : rouge_scores[i] for i in np.argsort(rouge_scores)[-10:]1[::-1]
}
machine_instructions.append(inst)
fout.write(json.dumps({

stop_sequences=["\n\n", "\n16", "16.", "16 ."I,

logprobs=1, "instruction": inst,

n=1, "most_similar": most_similar_instructions,

best_of=1, "avg_similarity_score": float(np.mean(rouge_scores)),

api_key=args.api_key, "metadata": metadata,

organization=args.organization, "request_idx": request_idx

https://github.com/yizhongw/self-instruct

}) + "\n")

"id":"seed_task_23",

"'name" :"cooking_recipe",
"instruction":

"Give me a cooking recipe for the followin
g food."

’
"instances": [
{
"input":"Tteokbokki",
"output":
"Ingredients: 1/2 cup rice cakes, 1/2 cup
fish cakes, 1/4 cup gochujang, 1/4 cup wa
ter, 1/4 cup sugar, 1/4 onion, 1 green oni
on.
\n
Instructions: 1. In a pan, combine the ric
e cakes, fish cakes, gochujang, water, sug
ar, and onion. 2. Cook over medium heat fo
r 5-7 minutes, stirring occasionally. 3. A
dd the green onion and cook for 1-2 minute
.M
}
]I
"is_classification":false

b

"id":"seed_task_163",
"name" :"oldest_person",
"instruction":
"Select the oldest person from the list.",
"instances": [
{
"input":
""George Washington, Confucius, Michael Jor
dan, Michelangelo"
’
"output":"Confucious"
}
]I
"is_classification":true

I
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results = make_gpt3_requests(
engine="davinci",
prompts=batch_inputs,
max_tokens=1024,
temperature=0.7,
top_p=0.5,
frequency_penalty=0,
presence_penalty=2,

if max(rouge_scores) > 0.7:
continue
all_instructions = seed_instructions + machine_instructions
most_similar_instructions = {
all_instructions[i] : rouge_scores[i] for i in np.argsort(rouge_scores) [-10:][::-1]

b

machine_instructions.append(inst)

stop_sequences=["\n\n", "\n16", "16.", "16 ."1, fout.write(json.dumps({

logprobs=1, "instruction": inst,

n=1, "most_similar": most_similar_instructions,

best_of=1, "avg_similarity_score": float(np.mean(rouge_scores)),

api_key=args.api_key, "metadata": metadata,

organization=args.organization, "request_idx": request_idx

"name":
""name" :
""name" :
""name" :
""name":
"name":
"name" :
"name":
"name":
""name" :

""name" :
""name" :
"name":

"name" :

https://github.com/yizhongw/self-instruct

) 3) + "\n")

"breakfast_suggestion", "instruction": "Is there

"antonym_relation", "instruction": "What is the
"one_sentence_description", "instruction": "Gene
"harmful_stereotype_example", "instruction": "De
"email_subject_generation", "instruction": "Gene

"interview_question_answering", "instruction": "
"new_year's_resolutions", "instruction": "Brains
"idiom_meaning", "instruction": "Explain the fol
"english_haiku_generation", "instruction": "Gene
"movie_recommendation", "instruction": '"Recommen
"game_suggestion", "instruction": "Suggest some
"grocery_list", "instruction": "Make a grocery
"explain_behavior", "instruction": "Explain hum
"dependency_parsing", "instruction": "Dependenc
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Step 2: Classification
Task Identification

fﬁé?i GRI-3 fewshot

Task Pool Step 1: Instruction Generation
V)

3

{0 - LM :
..8 = Instruction : Give me a quote from a
::g - famous person on this topic.
175 seed tasks with
1 instruction and . .
1 instance per task Step 3: Instance Generation
. . . . . . . R Yes
Instruction : Find out if the given text is in favor of or against abortion.
— I\
Step 4: Filtering Class Label: Pro-abortion ﬁk:t
Input: Text: I believe that women should have the right to choose whether |  Qutput-first LM

or not they want to have an abortion.

Instruction : Give me a quote from a famous person on this topic. w No

rouge-L <0.7

Output: "Honesty is the first chapter in the book of wisdom." - Thomas

Input: Topic: The importance of being honest.
Jefferson Input-first

Figure 1: A high-level overview of SELF-INSTRUCT. The process starts with a small seed set of tasks (one instruc-
tion and one input-output instance for each task) as the task pool. Random tasks are sampled from the task pool,
and used to prompt an off-the-shelf LM to generate both new instructions and corresponding instances, followed
by filtering low-quality or similar generations, and then added back to the initial repository of tasks. The resulting
data can be used for the instruction tuning of the language model itself later to follow instructions better. Tasks
shown in the figure are generated by GPT3. See Table 10 for more creative examples.



Task Pool

175 seed tasks with
1 instruction and
1 instance per task

i B Prompting Templates for Data Generation

: SELF-INSTRUCT relies on a number of prompting templates in order to elicit the generation from language
models. Here we provide our four templates for generating the instruction (Table 6), classifying whether
an instruction represents a classification task or not (Table 7), generating non-classification instances with
the input-first approach (Table 8), and generating classification instances with the output-first approach

Step 1: Instruction Generation

Step 2: Classification
Task Identification

-3 fewshot

Instruction : Give me a quote from a
famous person on this topic.

Step 3: Instance Generation

(Table 9).

Come up with a series of tasks:

Task 1: {instruction for existing task 1}

Task 2: {instruction for existing task 2}
3: {instruction for existing task 3}

Task 4: {instruction for existing task 4}

Task 5: {instruction for existing task 5}

Task 6: {instruction for existing task 6}

Task 7: {instruction for existing task 7}

Task 8: {instruction for existing task 8}

Task 9:

Table 6: Prompt used for generating new instructions. 8 existing instructions are randomly sampled from the task
pool for in-context demonstration. The model is allowed to generate instructions for new tasks, until it stops its
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I generation, reaches its length limit or generates “Task 16 tokens.
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Figure 3: Distribution of the ROUGE-L
scores between generated instructions and
their most similar seed instructions.
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m Desplte their leCI'Slty, the instructions shown here
only account for 14% of all the generated instructions because
many instructions (e.g., “Classify whether the user is satisfied
with the service.”) do not contain such a verb-noun structure.

Figure 4: Length distribution of the generated
instructions, non-empty inputs, and outputs.
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Figure 4: Performance per evaluation task type. Tk-INSTRUCT consistently performs better than other
generalization-based methods on all task types, while there is still a sizable gap compared to supervised training.
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C falling short of covering a true variety of tasks and different ways to describe them.

-~

semi automated HHHE x|t

C introduce SELF-INSTRUCT, a semi-automated process for instruction-tuning a pretrained LM using
instructional signals from the model itself.
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. - . Input: Topic: The importance of being honest. . .
52K instructions, 82K instance 44/d e oot itk i i | g



Step 2: Classification
Task Identification

‘ . Task Pool Step 1: Instruction Generation
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8 = N\ / Instruction : Give me a quote from a LM
g " N\ / famous person on this topic.
. N,
175 seed tasks with
' 1 instruction and 3 .
1 instance per task Step 3: Instance Generation

Yes
. Instruction : Find out if the given text is in favor of or against abortion.
ilteri L
Step 4: Filtering Class Label: Pro-abortion {3{
Sra Input: Text: I believe that women should have the right to choose whether |  Qutput-first LM
@ \ or not they want to have an abortion.
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_ Filtering low-quality data
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Method

Automatic Instruction Data
Generation

Instruction generation

For every step, we sample 8 task instructions from this
pool as in-context examples.

L

Of the 8 instructions, 6 are from the human-written tasks,
and 2 are from the model-generated tasks in previous
steps to promote diversity.

L

)

We initiate the task pool with 175 tasks (1 instruction and
1 instance for each task)

¥ main ~

self-instruct / data / seed_tasks.jsonl

(& yizhongw release seed tasks.

A 1 contributor

175 lines (175 sloc)

1 {"id":
2 {"id":
3 {"id":
4 {"id":
5  {"id":
6 {"id":
7 {"id":
8 {"id":
9  {"id":
10 {"id":
11 {"id":
12 {"id":
13 {"id":
14 {"id":

"seed_task_0", '"name":
"seed_task_1", '"name":
"seed_task_2", '"name":
""'seed_task_3", '"name":
"'seed_task_4", '"name":
"seed_task_5", '"name":
"seed_task_6", 'name":
"seed_task_7", '"name":
"'seed_task_8", '"name":
"'seed_task_9", '"name":
"seed_task_10", '"name":
"seed_task_11",
"seed_task_12",
"seed_task_13",

108 KB

""name" :
""name" :

""name" :

"breakfast_suggestion", "instruction": "Is there
"antonym_relation", "instruction": "What is the
"one_sentence_description", "instruction": "Gene
"harmful_stereotype_example", "instruction": "De
"email_subject_generation", "instruction": "Gene
"interview_question_answering", "instruction": "
"new_year's_resolutions", "instruction": "Brains
"idiom_meaning", "instruction": "Explain the fol
"english_haiku_generation", "instruction": "Gene
"movie_recommendation", "instruction": "Recommen
""game_suggestion", "instruction": "Suggest some
"grocery_list", "instruction": "Make a grocery
"explain_behavior", "instruction": "Explain hum
"dependency_parsing", "instruction": "Dependenc

B Prompting Templates for Data Generation

SELF-INSTRUCT relies on a number of prompting templates in order to elicit the generation from language
models. Here we provide our four templates for generating the instruction (Table 6), classifying whether
an instruction represents a classification task or not (Table 7), generating non-classification instances with
the input-first approach (Table 8), and generating classification instances with the output-first approach

(Table 9).

Come

Task
Task
Task
Task
Task
Task
Task
Task
Task

up with a series

© 00N O WN =

{instruction
{instruction
{instruction
{instruction
{instruction
{instruction
{instruction
{instruction

of tasks:

for existing task 1}
for existing task 2}
for existing task 3}
for existing task 4}
for existing task 5}
for existing task 6}
for existing task 7}
for existing task 8}

Table 6: Prompt used for generating new instructions. 8 existing instructions are randomly sampled from the task
pool for in-context demonstration. The model is allowed to generate instructions for new tasks, until it stops its
generation, reaches its length limit or generates “Task 16 tokens.
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Method

Automatic Instruction Data
Generation

Classification Task Identification

L

Because we need two different approaches for
classification and non-classification tasks, we next identify
whether the generated instruction represents a
classification task or not.

_ We prompt vanilla GPT3 few-shot to determine this, using
12 classification instructions and 19 non-classification
instructions from the seed tasks.

Can the following task be regarded as a classification task with finite output labels?

Task: Given my personality and the job, tell me if I would be suitable.

Is it classification? Yes

Task: Give me an example of a time when you had to use your sense of humor.

Is it classification? No

Task: Replace the placeholders in the given text with appropriate named entities.

Is it classification? No

Task: Fact checking - tell me if the statement is true, false, or unknown, based on your

knowledge and common sense.
Is it classification? Yes

Task: Return the SSN number for the person.
Is it classification? No

Task: Detect if the Reddit thread contains hate speech.
Is it classification? Yes

Task: Analyze the sentences below to identify biases.
Is it classification? No

Task: Select the longest sentence in terms of the number of words in the paragraph, output

the sentence index.
Is it classification? Yes

Task: Find out the toxic word or phrase in the sentence.
Is it classification? No

Task: Rank these countries by their population.
Is it classification? No

Task: You are provided with a news article, and you need to identify all the categories that
this article belongs to. Possible categories include: Music, Sports, Politics, Tech, Finance,
Basketball, Soccer, Tennis, Entertainment, Digital Game, World News. Output its categories one

by one, seperated by comma.
Is it classification? Yes

Task: Given the name of an exercise, explain how to do it.
Is it classification? No

Task: Select the oldest person from the list.
Is it classification? Yes

Task: Find the four smallest perfect numbers.
Is it classification? No

Task: Does the information in the document supports the claim?
"Unsupport".
Is it classification? Yes

Task: Create a detailed budget for the given hypothetical trip.

Is it classification? No

You can answer "Support" or

Task: Given a sentence, detect if there is any potential stereotype in it. If so, you should

explain the stereotype. Else, output no.
Is it classification? No

Task: To make the pairs have the same analogy, write the fourth word.

Is it classification? No

Task: Given a set of numbers, find all possible subsets that sum to a given number.

Is it classification? No

Task: {instruction for the target task}

Table 7: Prompt used for classifying whether a task instruction is a classification task or not.
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Method

Automatic Instruction Data
Generation

Instance Generation

L

C Given the instructions and their task type, we generate
instances for each instruction independently.

) pretrained language models can achieve this to a large
extent when prompted with instruction-input-output in-
context examples from other tasks

C A natural way to do this is the Input-first Approach:
language model to come up with the input fields first based
on the instruction, and then produce the corresponding

output.

Come up with examples for the following tasks. Try to generate multiple examples when possible.
If the task doesn’t require additional input, you can generate the output directly.

Task: Which exercises are best for reducing belly fat at home?
Output:

+ Lying Leg Raises

+ Leg In And Out

- Plank

+ Side Plank

- Sit-ups

Task: Extract all the country names in the paragraph, list them separated by commas.

Example 1

Paragraph: Dr. No is the sixth novel by the English author Ian Fleming to feature his British
Secret Service agent James Bond. Written at Fleming’s Goldeneye estate in Jamaica, it was
first published in the United Kingdom by Jonathan Cape in 1958. In the novel Bond looks into
the disappearance in Jamaica of two fellow MI6 operatives who had been investigating Doctor
No. Bond travels to No’s Caribbean island and meets Honeychile Rider, who is there to collect
shells. They are captured and taken to a luxurious facility carved into a mountain. The
character of Doctor No, the son of a German missionary and a Chinese woman, was influenced by
Sax Rohmer’s Fu Manchu stories. Dr. No was the first of Fleming’s novels to face widespread
negative reviews in Britain, but it was received more favourably in the United States.

Output: English, British, Jamaica, the United Kingdom, German, Chinese, Britain, the United
States.

Task: Converting 85 F to Celsius.
Output: 85°F = 29.44°C

Example 1

List: [10, 92, 2, 5, -4, 92, 5, 101]
Qutpnt; _[-4..2.5,.5,.10..92, 92, 1011 ___1
Example 2

Input 2 - List: [9.99, 10, -5, -1000, 5e6, 999]
Output: [-1000, -5, 9.99, 10, 999, 5e6]

Example 1

Sentence: This house is surprisingly not constructed very well, and you probably need more
money to fix it after you buy it. If you ask me, I would suggest you to consider other
candidates.

Output: This house does not seem to be constructed well, so you may need to spend more money
to fix it after you purchase it. I would suggest that you look at other properties.

e

Sentence: Just so you know, we did an experiment last week and found really surprising results
+ language model can improve itself!

Output: Our experiments last week demonstrated surprising results, proving that the language
model can improve itself.

Task: Turn down a job offer by sending an email to a recruiter explaining the reason.

Output: Hi [Recruiter],

Thank you so much for the generous offer to join your team. As we discussed, I’ve admired the

company for a number of years, and am a proud endorser of its products. However, after further
consideration of where I currently am in my career, I’ve decided to accept an offer at another

company .

I would love to stay in touch with you and have already started following you on [Social Media

Platform]. Again, thank you so much for your time and consideration.

Thanks again,

[Your Name]

Task: {Instruction for the target task}

Table 8: Prompt used for the input-first approach of instance generation. The model is prompted to generate the
instance first, and then generate the corresponding output. For instructions that don’t require additional input, the
output is allowed to be generated directly.
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Method

Automatic Instruction Data
Generation

Instance Generation

C Given the instructions and their task type, we generate
instances for each instruction independently.

C pretrained language models can achieve this to a large
extent when prompted with instruction-input-output in-
context examples from other tasks

) A natural way to do this is the Input-first Approach:
language model to come up with the input fields first based
on the instruction, and then produce the corresponding
output.

L

However, we found that this approach can generate inputs
biased toward one label(StLIE2 X|XIC}H, especially for
classification tasks Therefore, we additionally propose an
Output-first Approach for classification tasks

Given the classification task definition and the class labels, generate an input that
corresponds to each of the class labels. If the task doesn’t require input, just generate the
correct class label.

Class label: mixed !
Sentence: I enjoy the flavor of the restaurant but their service is too 5103'

r===n

Sentence: I had a great day today. The weather was beautiful and I spent time with friends.
Class label: Negative
Sentence: I was really disappointed by the latest superhero movie. I would not recommend it.

Task: Given a dialogue, classify whether the user is satisfied with the service. You should
respond with "Satisfied" or "Unsatisfied".

Class label: Satisfied

Dialogue:

- Agent: Thank you for your feedback. We will work to improve our service in the future.

- Customer: I am happy with the service you provided. Thank you for your help.

Class label: Unsatisfied

Dialogue:

- Agent: Sorry that we will cancel your order. You will get a refund within 7 business days.
+ Customer: oh that takes too long. I want you to take quicker action on this.

Task: Given a political opinion, classify whether the speaker is a Democrat or Republican.
Class label: Democrats

Opinion: I believe, all should have access to quality healthcare regardless of their income.
Class label: Republicans

Opinion: I believe that people should be able to keep more of their hard-earned money and
should not be taxed at high rates.

|Class label: Promotion
:Email: Check out our amazing new sale! We’ve got discounts on all of your favorite products.

Email: We hope you are doing well. Let us know if you need any help.

Task: Detect if the Reddit thread contains hate speech.

Class label: Hate Speech

Thread: All people of color are stupid and should not be allowed to vote.
Class label: Not Hate Speech

Thread: The best way to cook a steak on the grill.

Task: Does the document supports the claim? Answer with "Support" or "Unsupport".

Class label: Unsupport

Document: After a record-breaking run that saw mortgage rates plunge to all-time lows and
home prices soar to new highs, the U.S. housing market finally is slowing. While demand and
price gains are cooling, any correction is likely to be a modest one, housing economists and
analysts say. No one expects price drops on the scale of the declines experienced during the
Great Recession.

Claim: The US housing market is going to crash soon.

Class label: Support

Document: The U.S. housing market is showing signs of strain, with home sales and prices
slowing in many areas. Mortgage rates have risen sharply in recent months, and the number

of homes for sale is increasing. This could be the beginning of a larger downturn, with some
economists predicting a potential housing crash in the near future.

Claim: The US housing market is going to crash soon.

Task: Tell me the first number of the given list.
Class label: 1
List: 1, 2, 3
Class label: 2
List: 2, 9, 10

Task: Which of the following is not an input type? (a) number (b) date (c) phone number (d)
email address (e) all of these are valid inputs.
Class label: (e)

Task: {instruction for the target task}

Class el = N0t P OO C O = = = = o S m s s s ———

Table 9: Prompt used for the output-first approach of instance generation. The model is proripled to generate the
class label first, and then generate the corresponding input. This prompt is used for generating the instances for

classification tasks.
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Generation

Filtering and Postprocessing

e To encourage diversity, a new instruction is added to the
task pool only when its ROUGE-L overlap with any existing
instruction is less than 0.7.

C We also exclude instructions that contain some specific
keywords (e.g., images, pictures, graphs) that usually can
not be processed by language models.

3000

2000

1000

# Instructions

0 0.2 0.4 0.6 0.8 1
ROUGE-L Overlap with the Most Similar Seed Instruction

Figure 3: Distribution of the ROUGE-L
scores between generated instructions and
their most similar seed instructions.
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Finetuning the LM to Follow
Instructions

After the creation of the large-scale instruction
data, we use this data to finetune the original
language model (i.e., SELF-INSTRUCT).

we concatenate the instruction and instance input
as a prompt and train the model to generate the
instance output in a standard supervised way.

To make the model robust to different formats,
we use multiple templates to encode the
instruction and instance input together.

For example, the instruction can be prefixed with “Task:" or not,
the input can be prefixed with “Input:” or not, “Output:” can be
appended at the end of the prompt, and different numbers of
break lines can be put in the middle, etc.

13
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© Statistics

statistic

# of instructions 52,445
- # of classification instructions 11,584
- # of non-classification instructions 40,861

# of instances 82,439
- # of instances with empty input 35,878

ave. instruction length (in words) 15.9

ave. non-empty input length (in words) 12.7

ave. output length (in words) 18.9

Table 1: Statistics of the generated data by applying
SELF-INSTRUCT to GPT3.

» Diversity

Figure 2: The top 20 most common root verbs (inner circle) and

structions. Despite their diversity, the instructions shown here
only account for 14% of all the generated instructions because
many instructions (e.g., “Classify whether the user is satisfied
with the service.”) do not contain such a verb-noun structure.

3000

2000

1000

# Instructions

P
0.2 0.4 0.6 0.8 1

ROUGE-L Overlap with the Most Similar Seed Instruction

Figure 3: Distribution of the ROUGE-L
scores between generated instructions and
their most similar seed instructions.
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Figure 4: Length distribution of the generated
instructions, non-empty inputs, and outputs.
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Quality

Quality Review Question Yes %

Does the instruction

9 we randomly sample 200 instru-ctions a.nd describe a valid task? 92%
randomly select 1 instance per instruction

=  However, we found that even though the Is the input appropriate 799
generations may contain errors, most of for the instruction?
them are still in the correct format or even
partially correct, which can provide useful ' Is the output a correct and acceptable ., |
guidance for training models to follow ' response to the instruction and input? 58%
instructions® .

All fields are valid 54%

Table 2: Data quality review for the instruction, input,
and output of the generated data. See Table 10 and Ta-
ble 11 for representative valid and invalid examples.

-
AN
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C Task and Instance Examples from the Generated Instruction Data

Instruction + Instance Input Target Output Validity
Instruction + Instance Input Target Output Validi .
+ P & tp ty Instruction: Given a set of words def wordSubsetSum(w, 1): Instruction: X
Instruction: e a random p d def generateRandomPassword(): Instruction: v/ w = {w,,w,,...,w,} where each word wj s = Input: v
with at least 6 characters. password = "" Input: v/ has n letters, write a function that for i in range(len(w)): Output: X
vhile len(password) < 6: Output: v/ takes a target length / and returns a if len(s) + 1 < 1:

password += chr(random.randint (65, 90))
return password

Instruction: Write a letter from the

Dear [Owner],

Instruction: v/

new set of words s such that |s|] =
{i: w, es}| </ |w|.

s.append(w([i])
return s

perspective of a cat. I am writing to you today because I have a problem. You see, I’ve Input: v/ Instruction: The house on fire! go! Instruction: X
been living with you for the past [Number of Years] and I love it Output: v/ - Go to the kitchen and take a pan. Input: v/
here. The food is great, the bed is comfy, and there are plenty - Take water from the taj 0 - X
of toys to play with. But lately, I’ve noticed that you’re not as P- utput:
affectionate towards me as you used to be. In fact, sometimes when - Pour water into the pan.
I try to cuddle up next to you on the couch, you push me away. I _ 5 3
don’t know what I did wrong, but I want things to go back to the way Put out the fire with the pan.
they were. Please help me fix this.
I hope to hear from you soon. e o -
Sincerely, Inst ucti
[Your Name] up for an interview. they are asked Input: X

. . . . . several questions and their answers are Output: X

Instruction: Given a word, find out its Length = 5, Number of vowels = 2 Instruction: v/ ded b q id i

length and its number of vowels. Input: v/ recorded as numbers. you need to identify

Input: Word = "hello" Output: v/ which person has the highest salary among

Instruction: Write a story with three
characters: a person, an animal and an
object.

Input: Person: John, a programmer.
Animal: A dog.

Object: A laptop.

John was sitting on the floor in front of his laptop when he heard a
knock at the door. He opened it to find a dog standing there. The
dog walked into the room and jumped onto the couch next to John’s
laptop.

Instruction: v/
Input: v/
Output: v/

Instruction: Compose an email and send it

to your friend, asking for advice on what I’m having a bit of trouble with my current job. I’ve been Input: v Instruction: Given a list of words, The story starts with a group of people who live on a planet. They Instruction: v/
to do in this situation. working on a project for the past few months, and the deadline Output: v/ generate a story about a group of people are very intelligent and have created many things that help them in Input: X
Input: Situation: You are a programmer is approaching. My manager has asked me to stay late every day this who live on a planet. the story should their daily lives. One day, they decided to create a machine that Output: v/

and you have been working on a project
for the past few months. The deadline is
approaching, but you haven’t finished yet.
Your manager has asked you to stay late
every day this week to finish it.

Hi [Friend],

week to finish it. I don’t think I can do that because I have other
commitments. What should I do?

Instruction: v/

Instruction: What are some ways we can

Instruction: v/

all the candidates.

Input: Person 1: 2, 3, 4, 5, 6
Person 2: 7, 8, 9, 10, 11
Person 3: 12, 13, 14, 15, 16

| Person 4: 17, 18, 19, 20, 21
:Person 5: 22, 23, 24, 25, 26
:Person 6: 27, 28, 29, 30, 31

contain at least 10 sentences. each

sentence should be generated by randomly
picking one word from the list of words.

can make food for them. The machine was able to produce food but it
also produced something else. It produced a liquid that could be
used as fuel for the machines. The people were happy because they
didn’t need to go out and look for food or fuel anymore. They had
everything they needed right there in their homes. However, one
day, the machine stopped working. The people tried to fix it but

make our school more eco-friendly? - Use reusable water bottles instead of disposable plastic ones. Input: /
- Turn off lights when you leave a room. Output: v couldn’t figure out what went wrong. They tried to find someone
- Recycle paper, cans and bottles. who could help them but no one knew how to fix the machine. After
- Plant trees to absorb carbon dioxide. a few days, the people realized that they would die if they didn’t
do anything about it. So, they decided to send some of their best
R scientists to space to find a new planet where they could live. The
Instruction: I am looking for a new You should look for a cheaper apartment. You can try to negotiate Instruction: v/ X : N
5 N 5 N ) scientists traveled for a long time before they found a planet that
apartment. there are many options with the landlord and offer him/her a lower price. If you are lucky, Input:v/ . >
available but they are all quite expensive. they will accept your offer. Otherwise, you can wait until there is  Output: v/ looked like a good place to live. They sent a message back to the

i want to move as soon as possible. give
me advice on what to do.

an apartment available at a more reasonable price.

Instruction: Write a dialogue between

two people who have been friends for a
long time, and one of them is trying to
convince the other to do something that he
or she doesn’t want to do.

: Hey, I have a great idea! Let’s go to the beach today.

: No thanks, I’m not really in the mood for that.

: Come on, it’11 be fun! We haven’t been there together in ages.
: I know, but I just don’t feel like going.

: But you love the beach! You always say how much you enjoy
swimming and lying in the sun.

>wewe

Instruction: v/
Input: v/
Output: v

people telling them about the planet. The people were excited and
started preparing for the journey. They built spaceships and flew
to the new planet. When they arrived, they saw that the planet was
beautiful. There were trees and rivers and mountains. The people
were so happy that they finally found a new home. They started
building houses and planting crops. They lived happily ever after.

Instruction: v |

Instruction: What is your salary?

class Solution(object):

]
1
B: Yeah, I do. It’s just that I’ be: feeli kind of tired
late;y © S Just that Live been feeling kind of tire H def getSalary(self): Input: v/ !
. H .
A: Oh, come on. You’re never tired. You’re always so energetic. 1 return self.salary Output: X
H

B: Well, I am now. I think I need some rest.
A: Okay, fine. If you change your mind, let me know.

Instruction: A person wants to buy a car

The buyer and seller should agree on a price for the car. The buyer Instruction:v’

z 5 ; . from another person. he has some bitcoins, then creates a bitcoin transaction that sends the agreed upon amount Input: v/
Instruction: I am looking for a job and I Name: John Doe Instruction: v/ 1 N . 3 N 3 N
need to fill out an application form. Can Age: 25 Input: v/ but he doesn’t want to reveal his identity. of bitcoins to the seller’s bitcoin address, but the buyer does not Output: X
you please help me complete it? Sex: Male Output: v/ how can they make the transaction happen? sign this transaction with his private key. Instead, he gives the

Input: Application Form:
Name:
Sex:
Email Address:
Education:___
Work Experienc

Phone Number: 555-555-5555

Email Address: john.doe@gmail.com

Education: Bachelor of Computer Science, University of California,
Berkeley

Work Experience: Software Engineer at Google Inc., Mountain View,
CA (2015 - Present)

Interests: Playing the piano, reading books, watching movies
References: [Contact Information]

unsigned transaction to the seller. The seller can now sign the
transaction using his private key, and broadcast it to the network.
Once the transaction is confirmed by the network, the buyer has no
way to get his money back, so he will be forced to go through with
the purchase.

Table 11: Representative invalid tasks generated by GPT3. The problematic fields are indicated in the validity col-
umn. As discussed in §4.3, although these tasks contain errors, they still provide many useful signals in §ypervising
models to follow instructions.

Table 10: Representative valid tasks generated by GPT3. As is discussed in §4, these generated tasks cover a broad
range of formats, text types, and underlying expertise, while being correct on more than half of all the generated
tasks.



Experimental Results

© Experiment 1: Zero-Shot Generalization on SUPERNI benchmark

Model #Params ROUGE-L
Vanilla LMs
T5-LM 11B 25.7
» GPT3 175B 6.8
Instruction-tuned w/o SUPERNI
@l 10 11B 33.1
GPT3 + TO Training 175B 37.9
GPT3gy, sy (Ours) 175B 39.9
InstructGPT, 175B 40.8
Instruction-tuned w/ SUPERNI
Tk-INSTRUCT 11B 46.0
CGPTB + SUPERNI Training 175B 49.5
® GPT3y, . 1vsy + SUPERNI Training (Ours) 175B 51.6

Table 3: Evaluation results on unseen tasks from SUPER-NATURALINSTRUCTIONS (§5.3). From the results, we
see that () SELF-INSTRUCT can boost GPT3 performance by a large margin (+33.1%) and (2) nearly matches the
performance of InstructGPT,;. Additionally, (3) it can further improve the performance even when a large amount
of labeled instruction data is present.

(a) SUP-NATINST (this work) (d) FLAN (e) INSTRUCTGPT

Figure 2: Compared to other datasets, SUP-NATINST covers a more diverse range of task types. InstructGPT
reports a very coarse categorization of their task types. Bubble size represents the number of tasks of each type in

log scale. 17



04 Experimental Results

o

Experiment 2: Generalization to User-oriented Instructions on Novel Tasks

= A: correct and satisfying response = B: acceptable response with minor imperfections
C: responds to the instruction but has significant errors = D: irrelevant or invalid response

100%
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50%

25%

0%

chY‘ o

" \GQ'Y o
\QS
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Figure 5: Performance of GPT3 model and its instruction-tuned variants, evaluated by human experts on our 252
user-oriented instructions (§5.4). Human evaluators are instructed to rate the models’ responses into four levels. The
results indicate that GPT3 gy, . 1ns7 OUtperforms all the other GPT3 variants trained on publicly available instruction
datasets. Additionally, GPT3gy, . ysr Scores nearly as good as InstructGPT, (c.f., footnote 1).
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05 Discussion and Limitation

o 4
Qe

2 Why does SELF-INSTRUCT work?

-

we conjecture that it is closer to H2, particularly for larger models (0]0] LMOi| LHE=|0{QLC})

(H,) Human feedback is a necessary and indis- lightweight process for aligning their pre-
pensable aspect of instruction-tuning as LMs training distribution/objective which might be
need to learn about issues that were not quite replaceable with a different process.

learned during pre-training.
P S While the reality probably lies somewhere in be-

(H,) Human feedback is an optional aspect of | tWeen these two extremes, we conjecture that it is

instruction-tuning as LMs are already quite fa- closer to H,, particularly for larger models. This

! . intuition, that LMs already know much about lan-

B Observing the human feedback is '};{é}é’f}}'g"' guage instructions, is a key motivation for SELF-
INSTRUCT and is also supported by its empirical
success.
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05 Discussion and Limitation
~

Limitations of SELF-INSTRUCT

-~

-

: Tail phenomena
C XtF AFRElE O], EfA T, QAAEZMo|| X|2H 2 biof| 3iCH (BhaAl 2H)
Dependence on large models

® Inductive biasesOl| C|HTFA|Z} A7| IiE0| 2 REY 5 £C}

-

: Reinforcing LM biases

9 Balanced label2 ¥7|7} 0{#LC}

20



o)

O

Q)

S u m m a ry Davinci most powerful

$0.0200 /1K tokens

@ Overview  Documentation ~ Examples  Playground 4 Upgrade  (?) Help °Persona|

JHQIM O 2= NLP task Instruction= _— N —
%xl ?_I- I n St ru CtG PTO‘" *1 *I‘R-é-l'h I Og *o-l Enter an Instruction or select a preset,

and watch the API respond with a Mode

. . e completion that attempts to match th 092{ Task & LIESHALR: : =
instructionO| EQSIX| 4271 42t e s

Task 1: 7{240] ZBI|X| oI CHIZI0| ZEHE|0f 9F 700-1000Z 22| 2| OB AALZ 28 % QL 0| ASLINN?

Sy

N}

You can control which model completes | 77 o Model
. ZO{ZI 4 AJO|2] REA|= SoiQlL|m?
your request by changing the model Task 2: 01T & Mole| 22z SAALII?
Task 3: CH3 2t At2tol| chis §t 2R o2 & HYS YHstHAIL. text-davinci-003
KEEP IN MIND Task &4: FO{ZI DH2F0| LA0f|H| HE N1E £ U= AEE BABHIAIR.
CHS Ol ol it MEe =25 M= S MaELICh Temperature 0.7

O|H XM} £ 22M=r| JpsMe B

outputs, and attribute them to your

%xl ?_I- E" Ol E.I $E;I El_l ElE [[I_E name or company. Learn more.

A, Requests submitted to our models

I%‘ E"SOIIH O] Z20 of g EH‘EJS‘LI”P

Maximum length X 256

Task 9:

. may be used to train and improve
* -6-H O F o +_= future models. Learn more. F0d 2| AbdE 0183101 7P 8 BHS0| B2 Stop sequerces; -
= A Task10: k2 £101 018310] CiAl2 7|of5t 2B SO AN, R
£ Ourdefault models' training data
cuts off in 2021, so they may not have
knowledge of current events.
Top P 1
e~
GLM + OpenAl GPT3 =g 2 0|O|H
Frequency penalty 0
. —_ -
MMEIH o™ T StHSE 2 91 X| ok2 )t
oo — — O | =T M Lo =2 N o
o — Best of 1
@ Inject start text
@ Looking for ChatGPT?  Try it now & e
Inject restart text
- - -~ o o~ 7RZ

21



Summary

$0.0200 /1K tokens

- jH o I x‘l O [ - @ Overview  Documentation  Examples  Playground 4 Upgrade  (2) Help o Personal
_ 21O == NLP task Instruction®=
= xl u I_ I n St ru CtG PTO‘" *1 *I-R.é.l- [ IO *_l Get started X Playground Load a preset Ssave  Viewcode  Share
—— e}
=) [ g o
Enter an instruction or select a preset,
H H nl R"' 0 I' o } A and watch the API respond with a ) Mode
I n st ru Ct I O n O | = o x J H ; I- completion that attempts to match the 012] Task& LIZstAI2: 9 o s
context or pattern you provided. = R4
T LT Task 1: | 2t0| ZBHE|X| ot 1 ChtXio| =8| & 700-1000Z22|2| OFE AALR HE 4 Qs 20| ABLII? —
your request by changing the model. output: 0], QEZ HHLILE CHHE 40|23 112} Hl0|A 22t 47HE A 2= QIELICHL QEW BiLILE CHIE 4|0[30j= REL 1/27, {8 CHIK 2U 60g, B2 37| HiLLt
& 0 | j-l XX I. £|) I.‘) s J=Me V22h, O0iR 124 2 8 1/28, & 550222ILICt Hlol 4Bl & 2002227} §0f YgLIC o daingi003
} o '" I'— —_— KEEP IN MIND
- g- = M= © o= <7 Use good judgment when sharing Task 2: FOIT! & A0|2] 27l= RAYLINN? Temparatire 0z
ol xl O I‘ E" Ol E-I $=I E_l El h [[I‘E outputs, and attribute them to your input: Night:: Day :: Right: 'Left
AA [ = [ name or company. Learn more. output: F0{Zl & Afoj2| 274|:= BrcRILICE Maximum length 256
* i '6'+ — 4+ Requests submitted to our models - = e
Pal =0 0] =0 8y DS S EH6 tFain B IMpToVa Task 3: TS 2} Alztof chsl 3 2Y0=2 B 8BS YASHIAIL.
future models. Learn more input: Brack Obama, Elon Musk, Taylor Swift Stop sequences
Enter sequence and p Tab
output:
Our default models’ training dat. 3
B ameraTs o ool Srarhrs - Barack Hussein Obama ITi= 2009415} 2017417}K| 0122 440H LHEHE /3 0|2 FRIIULICY,
- knowledge of current events. - Elon Muski= SpaceX2| MXt, CEO U 44 YIX|L|0f, %I EX}RE, Tesla, Inc.2| CEO X K|Z M, The Boring Company2| H&xt, Neuralink 2 OpenAI2| 2
-~ G LM + O e nAI G PT3 XortO E E" 0 | E.I £ M2IR}, Musk Foundatione] S/Z12ILICE. Twitter, Inc.ol A9t Z CEO TopP 05
~ p —_ e — - Taylor Alison Swift= 0|=2| Aloj&2to|E{ L CL"

Aolll Ao-l -6|'EI_:| O'l hxo-l E E!'Eg 1A— %xl O = 7) |' Task 4: ZO0{7l THENI0| LAIOI| S 71E 4 U= AES BABHIAIR. Frequency penafty 9

AN |

Presence penalty 2
o 1

Best of 1

@ Inject start text
Inject restart text

- - . ~ 1 aez

© Looking for ChatGPT?  Try it now & %

22



EEEEEEEEEEEEEEEEEE

Thank You!

Do you have any questions?




