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Overview

Contrastive approach for
Finetuning training loss & decoding strategy




= MIAI:

maximization-based decoding methods
(e.g.. beam search) of neural language
models often lead to degenerate
solutions

ex) undesirable repetitions

EY EJO UES S0I=
unhkehhmd_ttammgaJ [H°.JOI =ME
totohMotAIZt coherencet 8


https://github.com/facebookresearch/unlikelihood_training
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an underlying reason for model degeneration is the anisotropic
distribution of token representations.
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() SimCTG. a contrastive training objective to calibrate the
model’s representation space.
-) anisotropic oHAGHLt

(ii) (ii) a decoding method—contrastive search—to encourage

diversity while maintaining coherence in the generated text.
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import torch
# load the language model
from simctg.simctggpt import SimCTGGPT model_name
= r’cambridgeltl/simctg_wikitext1@3’ model = SimCTGGPT(model_na
me)
model.eval()
tokenizer = model.tokenizer
# prepare input
prefix_text = # The prefix text in Table 4
print (’Prefix is: {}’.format(prefix_text))
tokens = tokenizer.tokenize(prefix_text)
input_ids = tokenizer.convert_tokens_to_ids(tokens) input_ids =
torch.LongTensor(input_ids).view(
1,-1)
# generate result with contrastive search
beam_width, alpha, decoding_len = 8, 0.6, 128
output = model.fast_contrastive_search(input_ids=input_ids,
beam_width=beam_width, alpha=alpha,
decoding_len=decoding_len) print("Output:\n" + 100 *x '-')
print(tokenizer.decode(output))

def ranking_fast(context_hidden, next_hidden, next_top_k_probs,
alpha, beam_width):
context_hidden: bszxbeam x seqlen x embed_dim
next_hidden: bszxbeam x 1 x embed_dim
next_top_k_probs: bsz x beam

_, context_len, embed_dim = context_hidden.size()
norm_context_hidden = context_hidden / context_hidden.norm(
dim=2, keepdim=True)
norm_next_hidden = next_hidden / next_hidden.norm(dim=2,
keepdim=True)
cosine_matrix = torch.matmul(norm_context_hidden, norm_next_
hidden.transpose(
1,2)).squeeze(-1) # [BxK, SI]
scores, _ = torch.max(cosine_matrix, dim=-1) # [BxK]
next_top_k_probs = next_top_k_probs.view(-1) # [BxK]
scores = (1.0 - alpha) * next_top_k_probs - alpha * scores
scores = torch.stack(torch.split(scores, beam_width))
# [B, Kl
selected_idx = scores.max(dim=-1) [1] # [B]
return selected_idx

ithub.com/yxuansu/SimCTG/blob/fa52955131d6533fc8388277eb068b9e2de2f987/document generation/utlis.



https://github.com/yxuansu/SimCTG/blob/fa52955131d6533fc8388277eb068b9e2de2f987/document_generation/utlis.py
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NLP is super fun

(a)

= [t token representation distributionOl
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SimCTG (a simple contrastive framework for neural text generation)

(i) at each decoding step. the output should be selected from the set of most probable candidates
predicted by the model to better maintain the semantic coherence between the generated text and the
human-written prefix

(i) the sparseness of the token similarity matrix of the generated text should be preserved to avoid
degeneration.



Background
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2.1 Language Modelling

The goal of language modelling is to learn a probability distribution py () over a variable-length text
sequence & = {1, ..., T|g| }, Where 6 denotes model parameters. Typically, the maximum likelihood
estimation (MLE) objective is used to train the language model which is defined as

||

1
Lyvie = =] > logpo(zslz<s)- )
i=1

However, as observed in many recent studies [10, 9, 44], training with likelihood maximization

objective often yields A @RISOGPIC AISEAbUION of model representations (éSpecially for TFARSFOFEE:
based models) that undermines the model’s capacity.

2.2 Open-ended Text Generation

In this work, we focus on studying the task of open-ended text generation due to its generality
in various applications, such as story generation [11, 43], contextual text completion [36], poetry
generation [23], and dialogue systems [48]. Formally, conditioned on a human-written prefix (i.e.,
context) x, the task is to decode a continuation & from the language model and the resulting text

is {{ERRE H Typically, there are two classes of methods used for decoding,
which are (1) deterministic methods and (2) stochastic methods.

Deteriminstic Methods. Two widely used deterministic approaches are greedy and beam search
which aim to select the text continuation with highest probability based on the model’s probability

distribution pg. However, solely maximizing the output probability often leads to dullness [22] and
degeneration [11, 14] in the generated text.

Stochastic Methods. To remedy the issues of deterministic decoding, several approaches have
been proposed to sample from py. To avoid sampling from the unreliable tail of distribution, Fan
et al. [11] proposed which draws sample from the vocabulary subset V(¥) that
maximizes Y _. ) po(v|z). Here, |V (¥)|= k and z is the prefix context. Differently, the H
[14] draws sample from the smallest vocabulary subset U wi
total probability mass above a threshold p € [0, 1]; i.e., U is the smallest vocabulary subset such
that ., pg(v|x) > p. While the sampling approaches help to alleviate model degeneration,

diverge from or even contradict to the human-written prefix [3].
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3.1 Contrastive Training

Our goal is to encourage the language model to learn discriminative and isotropic token representa-
tions. To this end, we introduce a contrastive objective L¢ into the training of the language model.
Specifically, given a variable-length sequence = {z1, ..., T|e| }, the Ly is defined as

| |z|
Z Z max{0, p —
i=1 j=1,j#i

where p € [—1,1] is a pre-defined margin and h,;, is the representation of token z; produced by the
model. The similarity function s computes the cosine similarity between token representations as

h; hx J
Tz Tha, 1
Intuitively, by training with Ly, the model learns to pull away the distances between representations
of distinct tokens.> Therefore, a discriminative and isotropic model representation space can be
obtained. The overall training objective Lsjmctc is then defined as

Lo = 8(hay ha,) + 8(hay, ha)) ), ()

[a[x(|z-1) |w|,

5oy hay) = 3)

(C))
where the maximum likelihood estimation (MLE) objective Ly g is described in Eq. (1). Note that,
when the margin p in Ly, equals to 0, the Lsimcrc degenerates to the vanilla MLE objective Ly k.-

Lsimcte = Lmie + Lev,

3.2 Contrastive Search

We propose a novel decoding method, contrastive search. At each decoding step, the key ideas
of contrastive search are (i) the generated output should be selected from the set of most probable
candidates predicted by the model; and (ii) the generated output should be discriminative enough with
respect to the previous context. In this way, the generated text can (i) better maintain the semantic
coherence with respect to the prefix while (ii) avoiding model degeneration.

Formally, given the previous context ., at time step ¢, the selection of the output x; follows
2 = argmax {(1-a) x po(vlz<t) - x (max{s(h, b)) 1<j<t=1) ), ©)
veV (k) N———

—~
model confidence degeneration penalty

*By definition, the cosine similarity s(ha, , hz; ) of the identical token z; is 1.0.

Contrastive Training
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ef ranking_fast(context_hidden, next_hidden, next_top_k_prabs,
alpha

am_width) :

_, context_len, embed_dim = context_hidden.size()

norm_context_hidden = context_hidden / context_hidden.norm(
dim=2, keepdim=True)

norm_next_hidden = next_hidden / next_hidden.norm(din=2,
keepdim=True)

cosine_matrix = torch.matmul(norm_context_hidden, norm_next_
hidden. transpose(
1,2)).squeeze(-1)

scores, _ = torch.max(cosine_matrix, dim=-1)

next_top_k_probs = next_top_k_probs.view(-1)

scores = (1.0 - alpha) * next_top_k_probs - alpha * scores

scores = torch.stack(torch.split(scores, beam width))

0O

Contrastive Search

selected_idx = scores.max(dim=-1) [1]
return selected_idx

« EIO| GiIS8H M OHIM E =2
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Experiment settings

101
Baseline

Finetuning GPT-2
on evaluated benchmark

[1] MLE GPT2
[2] unlikelihood GPT2

Eval Dataset:Wikitext-103

SimCTG, MLE finetuning Wikitext-103 (40k training steps)

UL finetuning (38.5K steps token-level, 1.5K steps sentence-level)

bs: 128, max_seq_len: 256, optim: adam, Ir: 2e-5

Decoding prefixS 32~128 length'd = &l = HEE F10 A| &gt
deterministic method: greedy, beam (10)

search stochastic method: p=0.95

proposed contrastive search: k and a in Eq. (5) are set as 8 (top_k 87 2. 11) and

0.6. (degeneration penalty0| B8 & O H )



Evaluation Metrics




[1]

Language Modelling
Quality

(1) Perplexity on the test set of Wikitext-103.
(2) Prediction Accuracy (E2 xE1TI)

(3) Prediction Repetition (next token?l top-1 GI=0I
prefix(OIZ=)0 L2H 128 &), U2 H TS

Model Language Modelling Quality Generation Quality

ppll  acct  repl  wrepl Method rep-2| rep-3] rep-4] diversity? MAUVE?T coherence? gen-ppl

greedy 6921 6518 6205 004 0.03 0.587
MLE 243 3963 Siga 09y | beam 7194 6897 6662 003 003 0.585
nucleus 445 0.81 0.43 0.94 0.90 0.577
contrastive 4420  37.07 3244 024 0.18 0.599
greedy 2412 1335  8.04 0.61 0.69 0.568
Usike. 2857 3841 Sl23 2gsy | beam 1183 511 286 0.81 075 0.524
nucless 401 080 042 0.95 087 0.563
contrastive 748 323 140 0.88 0383 0.574
greedy 6736 6333 6017 005 005 0.596
) beam 7032 67.17 6464 004 0.06 0.591
SmCTG 2382 4091 5166 2865 | ews 405 079 037 0.94 092 0.584
contrastive 393 078 031 0.95 0.94 0.610
Human - o 3619 - - 392 088 028 095 1.00 0.644

Table 1: Evaluation results on Wikitext-103 test set. “Unlike.” denotes the model trained -With
unlikelihood objective. 1 means higher is better and | means lower is better.

Prediction Repetition. The fraction of next-token (top-1) predictions that occur in the prefix which
is defined as: rep = m Y wen Zlﬂl 1]arg max pg(z|T<t) € T<4)
In addition, the next token repetitions that do not equal to the ground truth token: wrep =

m Y weD Eltzzll 1[arg max pg(z|@T<;) € Tt A # x4 is also reported.

4.1.2 Generation Quality

Generation Repetition. This metric measures the sequence-level repetition as the portion of dupli-
cate n-grams in the generated text [54]. For a generated text continuation &, the repetion at n-gram
|unique n-grams(&)| )

level is defined as: rep-n = 100 x (1.0 — ftotal n-grams(@)|

Diversity. This metric takes into account the generation repetition at different n-gram levels and it is
defined as: diversity = Hi:z(l.O = rtig;n . It can be deemed as an overall assessment of model

degeneration. A lower diversity means a more severe degeneration of the model.

MAUVE [34] is a metric that measures the token distribution closeness between the generated text
and human-written text. A higher MAUVE score means the model generates more human-like texts.

Semantic Coherence. To automatically measure the semantic coherence (i.e., consistency) between
the prefix and the generated text, we employ the advanced sentence embedding method, SimCSE
[13]. Specifically, given the prefix = and the generated text &, the coherence score is defined as:
coherence = v, vz /(||ve||-||vz||), where v, = SimCSE(z) and vz = SimCSE(&).

Perplexity of Generated Text. Lastly, we evaluate the perplexity of the generated text & given
the prefix @, which is defined as: gen-ppl = 2/(P:) and f(D, 8) = ﬁ > eep logy po(Z|x).
Importantly, the optimal approach should produce text which has a pcmr;?exity close to that of the
human-written text [14]. A high gen-ppl means the generated text is very unlikely given the prefix,
therefore being low quality. In contrastive, a low gen-ppl means the generated text has a low diversity
and gets stuck in repetitive loops [14]. We use the model 6 trained with Lgj,crg to measure the
gen-ppl of different approaches, therefore making sure the numbers are comparable with each other.°



[2] Generation Quality

(1) Generation Repetition
(sentence-level®iiM n-grams®] HIEE I2E)
(2) Diversity (n-gram levelsOilAl repetitionS HIAIE
(3) MAUVE (MA3[H2 human-written text?l token
distribution closenessE HIAEL)
(4) Semantic Coherence
(simCSER prefix2l generated text2l
representationE ~L0lAl coherence scoreE HIAIE)
(5) Perplexity of Generated Text

Language Modelling Quality Generation Quality

Model
ppll  acct  repl  wrepl Method rep-2| rep-3] rep-4] diversity? MAUVE?T coherence? gen-ppl
greedy 69.21 6518  62.05 0.04 0.03 0.587 7.32
MLE 243 3963 5282 2997 beam 71.94 6897  66.62 0.03 0.03 0.585 6.42
nucleus 4.45 0.81 0.43 0.94 0.90 0.577 49.71
contrastive  44.20  37.07 3244 0.24 0.18 0.599 9.90
greedy 2412 1335 8.04 0.61 0.69 0.568 37.82
Unlike. 2857 3841 5123 2857 beam 11.83 5.11 2.86 0.81 0.75 0.524 34.73
nucleus 4.01 0.80 0.42 0.95 0.87 0.563 72.03
contrastive  7.48 3.23 1.40 0.88 0.83 0.574 43.61
greedy 67.36  63.33  60.17 0.05 0.05 0.596 7.16
. beam 7032 67.17 64.64 0.04 0.06 0.591 6.36
SimCTG 23.82 4091 51.66 28.65
i nucleus 405 079 037 094 0.92 0584 L 47494
contrastive  3.93 0.78 0.31 0.95 0.94 0610 = 18.26 ,
Human - - 36.19 - - 3.92 0.88 0.28 0.95 1.00 0.644 2 2401 -

Table 1: Evaluation results on Wikitext-103 test set. “Unlike.” denotes the model train::(.i -\;/i.til
unlikelihood objective. 1 means higher is better and | means lower is better.

Prediction Repetition. The fraction of next-token (top-1) predictions that occur in the prefix which
is defined as: rep = m Y wen Zlﬂl 1]arg max pg(z|T<t) € T<4)

In addition, the next token repetitions that do not equal to the ground truth token: wrep =
m Y weD Eltzzll 1[arg max pg(z|@T<;) € Tt A # x4 is also reported.

4.1.2 Generation Quality

Generation Repetition. This metric measures the sequence-level repetition as the portion of dupli-

cate n-grams in the generated text [54]. For a generated text continuation &, the repetion at n-gram
. . o __ |unique n-grams(&)|

level is defined as: rep-n = 100 x (1.0 ftotal n-grams(@)| )-

Diversity. This metric takes into account the generation repetition at different n-gram levels and it is

defined as: diversity = H:=2(1.O = reigan . It can be deemed as an overall assessment of model

degeneration. A lower diversity means a more severe degeneration of the model.

MAUVE [34] is a metric that measures the token distribution closeness between the generated text
and human-written text. A higher MAUVE score means the model generates more human-like texts.

Semantic Coherence. To automatically measure the semantic coherence (i.e., consistency) between
the prefix and the generated text, we employ the advanced sentence embedding method, SimCSE
[13]. Specifically, given the prefix = and the generated text &, the coherence score is defined as:
coherence = v, vz /(||ve||-||vz||), where v, = SimCSE(z) and vz = SimCSE(&).

Perplexity of Generated Text. Lastly, we evaluate the perplexity of the generated text & given
the prefix @, which is defined as: gen-ppl = 2/(P:) and f(D, 8) = ﬁ > eep logy po(Z|x).
Importantly, the optimal approach should produce text which has a pcmrﬁexity close to that of the
human-written text [14]. A high gen-ppl means the generated text is very unlikely given the prefix,
therefore being low quality. In contrastive, a low gen-ppl means the generated text has a low diversity
and gets stuck in repetitive loops [14]. We use the model 6 trained with Lgjncrg to measure the
gen-ppl of different approaches, therefore making sure the numbers are comparable with each other.®



Human Evaluation



Model Decoding Method Coherence Fluency Informativeness

Agreement - 0.51 0.64 0.70
MLE nucleu.s 2.92 3.32 3.91
contrastive 2.78 2.29 2.56
Unlikelihood nucleu.s 2.59 3.02 3.58
contrastive 2.76 2.90 3.35
. nucleus 2.96 3.34 3.96

SimCTG
m contrastive 3.25% 3.57% 3.96
nucleus 3.01 3.37 3.98

SimCTG-1

- Ahbrlarge contrastive 333%  3.66% 3.98
Human - 3.70 3.71 4.21

Table 2: Human evaluation results. % results significantly outperforms the results of nucleus sampling

5 zg 24 E n:l with different models (Sign Test with p-value < 0.05).

(1) Coherence: Whether the generated text is
semantically consistent with the prefix.

(2) Fluency: Whether the generated text is fluent
and easy to understand.

(3) Informativeness: Whether the generated text is
diverse and contains interesting content.

Wikitext-103 testset(®iiM 32 HOI=Z 20071 SHEIRS
2 THHIM Ms THM 29| -) Future work: GPT3



Open-domain Dialogue Generation




LCCC DailyDialog

Model Method
Coherence  Fluency Informativeness Coherence Fluency Informativeness
Agreement - 0.73 0.61 0.57 0.64 0.60 0.55
greedy 3.01 3.27 1.97 3.28 3.51 292
MLE beam 2.60 2.90 1.55 3.16 343 2.78
nucleus 2.78 3.55 2.64 2.67 3.58 342
contrastive ~ 3.28% 3.84% 3.06* 3.27 341 2.82
greedy 3.04 3.32 2.01 3.31 3.50 2.94
SimCTG beam 2.57 293 1.59 3.19 345 2.79
nucleus 2.84 3.58 2.72 2.75 3.59 3.39
contrastive ~ 3.32% 3.96* 3.13* 3.73% 3.85% 3.46
Human - 3.42 3.76 3.20 4.11 3.98 3.74

Table 3: Human evaluation results. v results significantly outperforms the results of greedy search,
beam search, and nucleus sampling with different models. (Sign Test with p-value < 0.05).

Benchmark and Baselines

(1) E01: DailyDialog
(2) S=0{: LCCC

S0 7t MLEMIMT &hl= 0IR=?

L This is due to the intrinsic property of Chinese
language model for which the MLE objective can
already yield a representation space that displays a
high level of isotropy. ¥
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Token Representation Self-similarity

1 = =l h ha, - Self-similarity?
self-similarity(x) = E E = (6)  Token T2l sim Bt
|| x (|| -1) = Py |, ||hmj|| * Output layerOllA ZI0ITH 201 &
1.0
—a ;JlLli lihood A
ey .111<1100( (NN NSNS P PN U NN TN NN PR e
—— SimCTG o
Z T 2421
= 0.6 - et
E . 24.0
ol 0.4 A
£, Iz
n &=
23.8
0.2 1 —— SimCTG
% MLE
0.0 ; ; ; ; H ; H ; ; H ; ; 23.6 T T T T T = T ; T T T
1 2 3 4 5 6 7 8 9 10 11 12 00 0.1 02 03 04 05 06 07 08 09 1.0

Contrastive Loss Margin (p)

Layer

Figure 2: Layer-wise representation self-similarity. Figure 3: The effect of contrastive margin p.



The Effect of Contrastive Loss Margin

+ contrastive loss margin e (Eq. (2))0il CHoHAM =2oHE™
perplexity on the Wikitext-103 test setTIE0IM= 0.5201 THa &8t OITIYUS & & US

10 assssnns -E
i e 24.4 1 :
o8 —&— Unlikelihood
) —— SimCTG .
Z F 242
= 0.6 - =
£ £ 24.0
ol 0.4 &%
e z
= =
0.2 1 23.8 -
: —— SimCTG
% MLE
0.0 —+—————b——————tt e ———
1 2 3 4 5 6 7 8 9 10 11 12 00 01 02 03 04: 05 06 07 08 09 1.0
Layer Contrastive Loss Margin (p)

Figure 2: Layer-wise representation self-similarity. Figure 3: The effect of contrastive margin p.



Contrastive Search versus Nucleus Sampling
Decoding Latency Comparison

- ETHAI 20IM 2298 (1) generation diversity (2) perplexity of the generated text (gen-ppl): CIZM2 =11 ppl2 Y1l
- MIHL} latencyXI0ITH 20l of L

70 1- —e— nucleus p=10 1.5 1
—A— contrastive - X . i
£ 01" %  human SimCTG £& & e SimCTG T2
5 -
D n SRR TS a=1.0 ‘Z: 3
? 50 p=0.95 5 1.3
[y 80
g 401 a=10.9 o 1.2
g 30 - a=108 5 L1 Tnucleus
3 >
© 204 p=0 a=07 1.0 o
A “ X 0.6 E greedy —e— beam
10 4 a=0.4 a =05 0.9 —A— contrastive
0.6 0.7 0.8 0.9 1.0 0 1 2 3 4 5 6 7 8 9 10

Generation Diversity b in beam search / k in contrastive search

Figure 4: Contrastive search vs nucleus sampling. Figure 5: Inference latency comparison.



Case Study

Butt criticized Donald’s controls in certain situations in the game, as well as the difficulty

of some levels and puzzles. Buchanan also criticized the controls, calling

them " too easy " and " too difficult ". He also criticized the game’s graphics, stating that the game’s
graphics were " too simplistic " and " too simplistic ". He also criticized the game’s graphics, stating
that the game’s graphics were " too simplistic " and " too simplistic ". He also criticized the graphics,
stating that the game’s graphics were " too simplistic " and " too simplistic ". He also criticized the
graphics, stating that the game’s graphics were " too simplistic " and " too simplistic ". He also
criticized the graphics, stating that the game’s graphics were" ...

them " offensively rudimentary ". After the game was released, Buchanan wrote a number of game
reviews about his review of the game, primarily summarizing what he thought the reviewers had
enjoyed about it. Buchanan was pleased with how consistently these reviews awarded the game.

For one, he praised the puzzles, compared them to Nos. 1 and 2 and enjoyed the construction of the
artificial intelligence in the game’s forms. He found no fault with the puzzles, even in those situations
where they seemed repetitive. According to an Xbox Magazine review, " every time ...

them " unimpressive " and a " nightmare " of an experience to play with players unfamiliar with
Tetris. On the other hand, his opinion was shared by other reviewers, and some were critical of the
game’s technical design for the Wii version of Tetris. In addition, Tintin’s review included a quote
from Roger Ebert, who said that Tetris was better than the original game due to its simplicity and
ease of play. Ebert’s comments were included in the game’s DVD commentary, released on March
22,2010. It is unclear if any of the video commentary was taken from ...

prefix div.  coh. gen-ppl

beam 0.02 0.605 7.91

nucleus 098 0.597 37.83

contrastive 098 0.626 19.64

Table 4: Case Study: The beam search produces degeneration repetitions (highlighted in red) and the
nucleus sampling produces text that has incoherent semantics with respect to the prefix (highlighted
in blue). The reasonable repetitions produced by contrastive search are highlighted in green. The
“div.” and “coh.” stand for diversity and coherence metrics. (best viewed in color)



Comparison of Token Similarity Matrix

« 1 7181 token similarity matrix®2™ A2} 71819] align0l & TIH A=sd = £ US

| (a)

Figure 6: (a) MLE + beam search; (b) SimCTG + beam search; (c) SImCTG + contrastive search.
The token similarity matrix of the prefix and the generated text are highlighted in red and yellow.
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Conclusion
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Appendix
Gen-ppl Results Measured by Different Models

CiE DS H2F WME Y ppl Aikle Y2 DAST AXIZ human-written textQt T SARHH Al Hkol= £
ppl0l %2 R HLI AEI0IZ °I\I°.J ROl M 2 Hol2t =2 (=20 E 2HE BTHAT= human evaluation 0IE)

F Gen-ppl Results Measured by Different Models

greedy beam nucleus contrastive human greedy beam nucleus contrastive human
MLE 7.77 6.48 48.82 9.43 MLE 13.18 11.67  58.01 15.94
Unlike. 39.02 37.38  76.22 46.03 24.86 Unlike. 4413 4267 71.13 47.82 29.62
SimCTG  8.01 6.87 47.64 20.53 SimCTG 1234 1098 5524 23.47

Table 6: The results of gen-ppl measured by the Table 7: The results of gen-ppl measured by the
model trained with MLE. model trained with Unlikelihood.

In Table 6 and 7, we show the gen-ppl (detailed in §4.1.2) results of different methods as measured by
the model trained with MLE and Unlikelihood, respectively. As we use different models to measure
gen-ppl, the results in Table 6 and 7 are slightly different from the ones in Table 1. Nontheless,

we can draw the same conclusion as in Section §4.2 that SimCTG ¥+ contrastive search is the best
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