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图片验证码识别算法的设计和实现

# 摘 要

验证码作为一种防止机器人使用重复手段暴力尝试获取网络资源的一种手段，其生成方式简单且种类多样，主要用于区别人和机器。现在已有各种各样的验证码形式，如基本的图片输入型验证码，新型的滑条验证码，选择验证码等等。其中对于图片验证码，各种验证码生成程序生成的图片验证码保护强度不一。对验证码机器识别的研究可以为日后研究更强的验证码生成规则提供基础。使得图片验证码能够有更强的保护能力。

随着近年来机器学习和图像识别领域的不断发展，各种新型算法不断诞生，已有成熟的算法也不断被改进和完善，针对传统的简单验证码，目前机器已经有能力破解。传统的图片验证码生成规则亟待改进。

本文主要针对一种样式的图片验证码，给出一系列图像处理的方法，包括二值化，修复，去噪。针对性地给出一些特征算法并尝试分析其性能。并针对性地设计一种简单高效且有较高正确率的字符切割方法最后使用支持向量机进行机器训练和预测。

本文将详细介绍前期图片预处理与字符分割时所设计的特征性算法，包括算法设计，参数调整，性能测试。简略介绍进行字符分类及预测的支持向量机算法及参数调整。

**关键词：**图片验证码 图像处理 字符分割 性能分析 支持向量机

**Design and Implementation of Image Captcha Recognition Algorithm**

# Abstract

The captcha, as a means to prevent the robot from using repeated means to violently attempt to obtain network resources, is simple and diverse in its generation method, and is mainly used to distinguish people from machines. There are various types of captcha, such as basic picture input type captcha, new type of slide captcha, selection captcha, and so on. For the image captcha, the captcha generated by various captcha generation programs have different protection strengths. Research on captcha machine identification can provide a basis for future research on stronger captcha generation rules. Makes the image captcha more capable of protection.

With the continuous development of machine learning and image recognition in recent years, various new algorithms have been born and mature algorithms have been continuously improved and perfected. For traditional simple verification codes, current machines have the ability to crack. Traditional image captcha generation rules need to be improved.

This paper mainly focuses on a style of image captcha, and gives a series of image processing methods, including binarization, repair, and denoising. Give some feature algorithms targeted and try to analyze their performance. And specifically designed a simple and efficient and high accuracy of the character cutting method and finally use the support vector machine(SVM) for machine training and prediction.

This article will introduce the characteristic algorithm designed in the pre-image preprocessing and character segmentation in detail, including algorithm design, parameter adjustment, and performance testing. The SVM algorithm and parameter adjustment for character classification and prediction are briefly introduced.

**Keywords:**image captcha;image processing; character segmentation; performance analysis;SVM
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# 绪论

## 1.1 课题背景及意义

图片验证码技术是现代网络安全技术的一部分，用于区分访问对象是人还是机器人，以防止使程序进行大流量的有目的的访问。一般的验证码可以阻止一些简单的机械式的访问，在如今机器识别已经成熟的时代，对于简单排列的数字和字母的图片识别已经不是什么难题了。国内外已经有很多学者对验证码的识别进行研究。尝试机器识别验证码的目的不是破解而是发明更有效的，难以让机器识别的验证码来保持发明验证码的初衷。验证码的识别包括图片预处理阶段，包括图片灰度化，图片二值化，图片去噪，图片增强等；字符分割阶段，也是识别验证码最难最关键的阶段，字符分割的好与坏会直接影响到下一步分类学习识别阶段；机器学习与预测阶段，这一阶段常用的分类及预测的有KNN和SVM算法。现阶段的研究表明，字符分割是验证码处理的重难点，目前还没有通用的完美的算法去解决复杂粘连字符的分割问题，有些甚至人眼也需要一定时间去区分，这是阻碍机器识别验证码的主要障碍，也成为如今验证码依然可以成为人机区分手段的基础保障。国外学者指出，当一组样本的验证码能够被机器有效识别（完全识别正确）超过10%则该验证码（系统）已经不再安全。

研究验证码机器识别可以为后续对验证码生成规则的改进提供数据支持，避免使用那些已经可以近乎完美解决的方法来增加识别难度，为开发新的干扰要素提供支持，使得图片验证码能够继续提供有效人机区分的服务。

本课题旨在以验证码识别为媒介学习图片处理和图片分割以及简单了解机器学习的一些算法，尝试设计一套简单的图片验证码识别算法。

## 1.2 国内外研究现状

目前国内外的研究表明，对于一种生成规则的英文字母和数字只要有足够多的学习样本，通过机器学习进行分类和预测已经不是什么难题，这也就表明简单的字符或者字符数字组合的验证码已经没有什么保护效果了。

|  |  |
| --- | --- |
|  |  |
| 图1-1. 基本不具有保护效果的简单验证码 | |

上述字符清晰，几乎没有干扰的字符型图片验证码经过适当处理基本可以被机器完美识别。但是在中国，汉字型验证码的出现使得即使不存在干扰字符清晰可辩没有粘连也使得机器学习有些力不从心，因为过多的样本基数和不同的汉字字形对于人类来说可以简单识别，至多就是增加了些打字时间；但是对于机器学习来说，样本基数过多太过耗费对比时间，字形样式复杂不能使用简单的特征向量进行学习等等因素使得“简单”的汉字验证码依旧十分有效，这也算是在机器学习层面防止验证码破解的一种手段。

对于输入型的验证码更多的是通过增加图像处理难度来防止机器破解，如添加干扰，字符扭曲，字符粘连等等。

|  |  |
| --- | --- |
|  |  |
| 图1-2. 添加干扰要素的图片验证码 | |

|  |  |
| --- | --- |
|  |  |
| 图1-3. 形成字符粘连的图片验证码 | |

对于验证码中的图像干扰，至今没有通用的解决方案，需要根据特点来“按需设计”，有些图像验证码为了防止破解干扰要素添加得即使是人类也需要一定的辨认时间，这就使得机器处理不是那么容易了。

对于粘连的字符，机器是很难根据特征去分割的。对于粘连字符的分割目前不断有算法改进，但对于谷歌式的极度粘连的验证码至今尚未有良好分割效果的分割方案。但是过度的粘连依旧会对人类识别也造成困难。

国内外的研究表明，对于粘连字符的分割远比去除干扰要素困难的多，由于干扰要素特定的生成规则，总是可以找到一些“有所作为”的解决算法；但是对于粘连的字符，大多数的分割算法依旧是通过寻找字符间空隙来分割，虽然提出了很多可以寻找最佳切分轨迹的字符分割算法如滴水分割，惯性滴水分割等等，但是这对于那些完全粘连甚至通过字符交错来粘连的验证码处理几乎是不可能的。

对于其他形式的输入型验证码的研究如计算求解型，动画型等超出本文研究范围的再次就不多做过多赘述。

## 1.3 研究思路与方法

首先从网络上获取多组验证码样本，每组500张，分别用于训练，强化和识别测试。

将获取到的样本通过Matlab进行样本的数据分析，分析样本的图像特征并针对性地设计处理算法。

对处理完后的单字符样本先通过支持向量机得到一个初步模型，然后使用第二组样本数据对无法识别的字符部分补充进模型进行强化训练。并对改进后的模型不断调整参数使得用于识别测试的第三组样本可以达到最好的识别效果。

将所涉及的算法及其他部分整合成java应用程序，并且组织适当的用户图形界面。

## 1.4 论文结构

本文主要研究针对一种样式的图片验证码，设计适当的图像处理算法，字符分割算法，归一化处理算法，并且设定适当的参数使用支持向量机对输入图片进行机器字符识别。

本文的组织结构以及各章节的主要内容如下：

第1章为绪论，主要论述课题的研究背景与意义，同时分析了国内外的研究现状，并介绍了论文的主要工作与组织结构。

第2章为相关工作，主要介绍与本文密切相关的一些研究工作，包括图像处理字符分割相关理论的了解以及用于分类预测的机器学习模型的了解。

第3章为原始样本的特性分析，主要介绍从肉眼直观上能获取到的样本信息的分析以及描述本文对图像结构的一些定义。

第4章为图像处理算法设计与性能分析，主要介绍针对性算法（二值化，边缘修复，去噪）的设计以及这些算法的实际效果测试。

第5章为字符分割及单字符样本的处理，主要介绍字符分割算法的设计及效果测试，以及分割完的单字符样本大小归一化算法。

第6章为字符分类与预测算法，简单介绍使用的支持向量机中参数的设定以及预测效果的测试。

第7章为程序架构介绍，主要简单介绍程序各部分的组成。

第8章总结本文研究成果，并且展望下一阶段的研究方向。

# 相关工作

## 2.1 图片验证码机器识别处理流程

图片验证码的识别主要依赖于图像处理技术和模式识别技术。图像处理技术主要包括灰度化，二值化，去噪与修复，字符切割，样本归一化等。

模式识别技术主要包括字符样本特征的提取，机器训练与识别等。

下图为一个验证码识别系统的基本处理流程：

|  |
| --- |
|  |
| 图2-1. 验证码识别处理流程图 |

## 2.2 图像处理技术

本小节主要介绍本文用到的图像处理各阶段（二值化，修复与去噪，字符分割，归一化）的一些通用算法。

### 2.2.1 二值化

二值化有全局阈值二值化和局部阈值二值化两种基本算法。全局阈值即整幅图像使用唯一的阈值将图像进行二值化处理；局部阈值即将图像进行分块，对图像的每一区块使用不同的阈值进行二值化，这种二值化方法适用于图像背景照度不均匀或者图像构成极为复杂的图片。

全局阈值二值化主要有OSTU，灰度拉伸法,直方图双峰法等；局部阈值二值化主要有Bernsen算法等。

对于这些常见的二值化算法的具体描述，本文暂不做过多赘述。

### 2.2.2 修复与去噪

图像修复与去噪是图像处理中的重要环节，主要是针对图像中的一些特征给出一系列变换算法达到一定目的的过程。

在模板卷积法处理中如有正方形窗口中值滤波去椒盐噪声；高斯平滑增强图像边缘等。

通过频域处理的如巴特沃斯低通滤波来防止图像出现“振铃现象”等。

通过形态学处理如开运算来去除细小连通成分，闭运算填充细小空缺等。

这些通用的基本图像处理算法给本文后续去噪算法的设计提供了思路，并且可以作为本文去噪算法效果的对比对象。对于这些算法的具体描述，这里不做过多赘述。

### 2.2.3 字符分割算法

字符分割是图像分割的一个子集，它可以使用图像分割的基本方法，也可以尝试针对字符图像的特征单独设计。

对于没有粘连的字符进行分割，我们可以尝试使用图像分割中的区域生长，找出封闭的字符形状区域将这些区域分割开。

与此同时，区域生长算法需要了解的“信息”过多，也就这较多的迭代次数，对于没有粘连的字符，比如车牌字符的分割，清晰银行卡号的分割完全可以使用简单而且效率很高的垂直分割法。

对于没有粘连的验证码，也同样可以使用垂直分割，如果验证码有粘连，那么需要考虑更为复杂的分割算法如分水岭分割算法，滴水分割算法等。

本文下一章将会简单介绍待处理的验证码样本，届时可以看出本文的样本支持使用垂直分割的一些要求但不完备，因此需要基于垂直分割重新设计或者补充算法来达到一个较好的分割效果。

### 2.2.4 样本归一化（图像缩放）

经过分割处理后的单字符样本由于图像规格不一样，不能直接提取特征向量输入，因此需要对图像进行归一化（缩放）。

通常图像的缩放针对的是比例缩放，如果是不锁定纵横比的缩放，通常情况是将图像沿着纵向和横线分别缩放处理。

其中图像放大主要采用插值算法，具体有线性插值，多项式插值，高斯插值等。根据对结果图像平滑度和清晰度要求的不同可以选取不同的插值方法（函数）。

图像缩小主要采用下采样或者平均法，下采样即在原图像上等比例采样部分像素点，使得这些像素点正好满足新图像的大小要求；平均法即先进行下采样，并对下采样点周围将被忽略的像素点进行求平均，以平均值来填充新图像。

## 2.3 模式识别技术

模式识别，就是通过计算机用数学技术方法来研究模式的自动处理和判读。最终进行字符识别通常是有监督的机器学习，当然我们前期可以通过无监督的聚类将大量的数据样本进行预分类。

通常情况下对于需要监督的模式识别，结构越复杂需要的训练样本越多，同时识别预测的正确率也就越高。

一般情况下用于字符识别的模型有KNN,SVM,BP,CNN(卷积神经网络)等。前两者的模型相对于后两者简单的多，当然后两者当训练数据足够多时有着极高的识别精度。

KNN与SVM在字符识别领域已经有着相当高的正确率，它们经常被用于字符分类和识别，由于这两者的模型较为简单，训练所需的样本容量不需要像卷积神经网络那么庞大，适合于测试。

CNN模型中有非常成熟且在2000年前就早已商用的LeNet-5数字与英文识别模型。该模型早在上世纪末就用于银行支票手写体的识别可见CNN模型的识别精度之高。

# 原始样本的特性分析

针对一种特定规则生成的图片验证码设计图像处理机器识别算法是改进其生成算法以防止后续扔被机器暴力破解的前提，因此针对特征图片进行图像处理时可以避免大量嵌套一系列通用图像处理的算法而针对性地设计特征处理算法，因此需要在算法设计前期针对原始的图片样本做一些图像的特征分析。本案例选取500张样式样本作为机器学习的学习样本。

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
|  |  |
| 图3-1. 一些原始验证码图片样本 | |

通过肉眼观察上述验证码图片的样本，我们可以发现一个样本图片主要由背景，干扰，字符三部分组成，而且这类生成规则下的验证码字符元素的粘连不大甚至几乎没有，这对于图片后期的字符切割是极为有利的，同样也就预示着这类验证码极其容易受到机器的暴力破解。

## 3.1 图像结构及描述的定义

|  |
| --- |
|  |
| 图3-2. 图像定义 |

本文中处理的图像坐标原点设在图像左上角，图像宽度方向为X轴，高度方向为Y轴对于其中的给定一点像素为方便表述及后续处理，定义像素位置向量

|  |  |
| --- | --- |
|  | （3-1） |

若将图像看作复平面，则定义像素位置复数

|  |  |
| --- | --- |
|  | （3-2） |

对于输出为实数的（离散）函数 ，其二元函数表达形式 二维向量表达形式，复变表达形式 在本文中表达相同意义，并取其表述简单的形式对算法进行描述。

图像区域：

|  |  |
| --- | --- |
|  | （3-3） |

其中width表示图像宽度，height表示图像高度。

## 3.2 样本集中主要图像结构元素的分布

这一阶段我们主要对肉眼可以直接观察到的图像中的特征做一些简单分析。

我们将样本集中所有的样本图像叠加后求平均灰度值，便可以观察到整个样本集中干扰字符等的分布状况。

对样本集做如下处理：

|  |  |
| --- | --- |
|  | （3-4） |

处理后我们可以得到如下结果：

|  |
| --- |
|  |
| 图3-3. 叠加后的灰度平均值分布情况 |

图中，蓝色矩形框表示主干扰存在区域，红色矩形框表示字符的主要存在区域。

我们可以发现，有较多分布的较大干扰反而对后期字符处理影响不大，由于与字符间隔较大，它们可以很容易得被去除。因此我们主要需要处理的噪声为穿过字符存在区域较细的长干扰线。

## 3.3 图像背景灰度值分布的前期分析

通过对验证码图片的样例进行观察可以得知图片背景灰度在图片高度方向几乎没有变化，在沿着图片宽度方向逐渐变亮。我们选取几行不经过字符主要存在区域的行作为背景采样行，用500张样本进行灰度分布的采样。

做如下操作：

|  |  |
| --- | --- |
|  | （3-5） |

|  |
| --- |
| X轴位置  灰度值 |
| 图3-4. 主要背景区域采样行灰度值分布情况 |

对上述采样图像及原始样本图像进行分析可以得知，在宽度20和45位置的两个波谷是由黑色的主干扰线引起的平均灰度值下降，第49行的平均灰度出现另外四个明显波谷是由于有些字符如p,g，向下延伸较大，在第49行仍有黑色的字符像素分布引起的。四个波谷几乎恰好对应四个字符的分布位置。

略去黑色干扰线和个别字符引起的灰度值分布波动，背景的灰度值从图像左侧到右侧明显呈上升趋势，从采用图像上粗略估计背景灰度的最小值应该是不低于185 。

## 3.4 本章小结

本章主要对后文将要用到的图像中相关符号及表述给出一个解释，并且对肉眼可以直观获取到的图片样本信息做一些初步分析。

# 图像预处理算法设计及性能分析

## 4.1 灰度图像二值化

本案例中样本灰度图像的二值化主要需要讨论两个方面，使用常规的二值化阈值确定方法还是根据样本特性设计一种更简单的二值化阈值确定算法；另一方面对样本进行二值化时，每个样本确定一个二值化阈值还是所有样本使用一个全局的二值化阈值，两者效果是否有较大的差距。

下面我们考察一个样本及其灰度直方图的特性：

|  |
| --- |
| 灰度值  像素个数 |
| 图4-1. 样本及其灰度直方图 |

结合前期对于样本图片背景的研究，其中很大一部分灰阶值所拥有的像素个数少于10个，这表明这些灰度值对应的点是字符与背景的过渡点，由于字符始终是灰度为0的黑色点，而背景由左至右逐渐变亮，图片的生成规则为了使变化不唐突，使得字符与背景的过渡点随着背景的变化而变化。

我们显然不能通过二值化操作将字符过度略去，更不能将背景划为有效识别像素，因此那一系列低像素值的灰阶便是我们选取二值化阈值的范围。

传统的OSTU法取图像二值化需要多次迭代，比较耗费计算时间，主要用于处理那些构成复杂的图片，这类图片验证码背景区分鲜明，构成并不复杂，因此这里考虑不适用OSTU法，初步试探尝试使用低像素灰阶中位数法。

|  |  |
| --- | --- |
| 算法1 | |
| 1. 先对原图像作出灰度直方图 |  |
| 1. 在定义域的子集中观测一个合理的界定值 |  |
| 1. 在区间中找到所有的， |  |
| 1. 求出的中位数 |  |
| 1. 记录二值化阈值 |  |

找到二值化阈值后对图像进行二值化处理。

记图像像素坐标为，输入图像的灰度值为，输出图像的灰度值为，则有

|  |  |
| --- | --- |
|  | （4-1） |

我们将将作为学习样本的500张图片，分别用不同的二值化阈值计算方法计算其二值化阈值，并统计得到下图：

|  |
| --- |
|  |
| 图4-2-1. 不同二值化阈值计算方法计算出的阈值结果 |
|  |
| 图4-2-2. 不同二值化阈值计算方法计算出的阈值结果统计分析 |

通过对比看出，OSTU计算出的二值化阈值较高，各样本的阈值相当接近，MLPG法计算出的二值化阈值较低，个样本比较接近，最大与最小的二值化阈值相差在20左右。但是MLPG法的计算算法复杂度远低于OSTU，不必要做重复的迭代，只需要扫描一遍像素点即可。

通过上述统计还可以发现，不同样本的二值化阈值相当接近，样本总体接近正态分布，表明有条件进一半简化算法，对于所有的样本使用同一的二值化阈值，使得二值化前不必要针对每个样本进行计算阈值。实际上这是可行而且是较佳的选择。

下面我们给出两个样本使用不同的阈值进行二值化的效果。

|  |
| --- |
|  |
|  |
| 图4-3. 不同二值化阈值下的二值化效果 |

不难看出，二值化阈值越高，字符约粗实，字符边缘也越发平滑，但较高的二值化阈值也强化的干扰线部分，加大了后期的处理难度，而且对于某些样本如【mw3n】，较高的二值化阈值使得字符见出现了粘连，这对于后期字符分割是比较难以处理的，这也是较高二值化阈值的一个致命缺陷。低二值化阈值使得字符边缘凹凸不平，且字符骨干部分偏细，但是却很好地分开了各个字符，不对对后期字符分割造成困难。

由于二值化阈值选取的不同，会导致字符粗细不同，这对于后期机器学习样本字符的平均粗细不一是很不利的，使用一个全局的二值化阈值可以使得不同样本间的字符粗细均衡，对于机器学习需要的归一化条件是很有利的，这也是最后摈弃了每个样本分别计算二值化阈值的主要原因。

本案例中的二值化阈值尝试选取T=80,T=100,T=120 ，经过后期的去噪分析，字符分割分析，最终选取全局二值化阈值T=80。该阈值较好地保留了字符的骨干部分，会导致字符边缘出现一些孔洞，这使用后期的字符空洞修复算法可以完成；该阈值没有过度强调干扰线，使得干扰部分可以较为容易地去除；该阈值不易造成字符粘连，（原则上该样本集的字符间均有空隙，但可能较小，过高的二值化阈值将这些字符背景过渡点划为字符点使得出现了字符粘连）比较有利于后期的字符分割步骤。

## 4.2 字符边缘孔洞修复

由于二值化算法选取的阈值会导致字符边缘出现孔洞，字符边缘不平滑的结果。这样的字符边缘在后期去噪可能会被误认为干扰线；其次，同一字符的不同样本在不同的位置出现孔洞与不平滑现象对于机器训练是不利的，会导致机器识别误判；再次，后期的字符分割默认认为字符是连续的，字符内部是不应该出现空隙的，字符边缘零散越出的白点或者黑点也可能会对字符分割造成干扰。因此字符边缘的修复这一步是必要的。

这里先介绍取一个像素周围四连通域或者八连通域的算法：

取四连通域的四个像素即取该像素位置的上下左右四个像素，在该案例中使用像素的位置复数表达较为简单。

由复数的有关知识可知在上述坐标系中 所表示的位置分别为复数 所表示的像素位置的 右下左上 四个像素。

对于取八连通区域的八个像素，即像素的上下左右，左上左下右上右下八个像素。

为方便处理定义旋转用模长为1的复数

|  |  |
| --- | --- |
|  | （4-2） |

同时为保证旋转45°时依旧是格点复数，即是整数，需要在旋转45°时做模长伸缩变换。

像素八连通域的八个像素位置可以用如下方式取到

|  |  |
| --- | --- |
|  | （4-3） |

为方便后续使用，定义

|  |  |
| --- | --- |
|  | （4-4） |

在上述坐标系下 其中k=0,1,2,3,4,5,6,7时分别表示原像素的右，右下，下，左下，左，左上，上，右上 八个位置的像素位置复数。

这里我们额外定义一条规定：对于图像区域外即简单地定义此时的即白色点。

取四连通域像素进行判断时，我们认为一个白点周围有三个即以上的黑点，那么该白点应当被修正为黑点；

|  |  |
| --- | --- |
|  | （4-5） |

取八连通域像素进行判断时，我们认为一个白点周围有五个及以上的黑点，那么该白点应当被修正为黑点。

|  |  |
| --- | --- |
|  | （4-6） |

所有的修正后的信息直接输出在一个新建的图像上，对原始的输入图像不直接做修改。

|  |  |
| --- | --- |
| 算法2 | |
| 1.当检索到一个像素点时执行下列操作； |  |
| 2.根据要求取这个像素点四连通域或者八连通域的像素； |  |
| 3.进行公式（10）或者公式（11）的操作，并将该像素点标记为已操作； |  |
| 4.寻找下一个且未被标记已操作的像素点，重复上述步骤，直到没有需要进行上述操作的像素点时结束算法。 |  |

下面给出这个算法的效果测试：

|  |  |
| --- | --- |
|  |  |
|  |  |
|  |  |
| 二值化后图像 | 边缘散点修复后图像 |
| 图4-4. 字符边缘孔洞修复效果对比 | |

通过字符边缘孔洞修复后的图片明显得字符边缘变得平滑，且白点黑点零散分布的现象明显减少，有利于确定字符的主体位置，且有利于后续的去噪手段，不至于把应属于字符的黑色像素点过分地去除。

|  |  |  |
| --- | --- | --- |
|  |  |  |
| 3pfg | 525d | cdg8 |
| 图4-5. 修复掉的白色噪点 | | |

由效果图还可以得知，虽然这一算法步骤是去掉白点增加黑点，但主要是增加了字符边缘的黑色点，对干扰线并没有明显地加粗，因为干扰线周围的白点是不符合被黑色点大半包围这一判定条件的。

通过实际的测试，该算法的实现及相关阈值的设定，达到了不错的预期效果，可以为后续步骤的实施提供前提保障。

## 4.3 图像去噪算法

### 4.3.1 噪声来源

通过前文的描述可以得知，经过二值化后，背景几乎不会产生噪声，图像噪声来源主要在于厚度较大的左侧两条干扰线，其中厚度较大的部分在图像的主要字符存在区域外部，这一部分干扰后续可以在字符切割的时候直接切除实现，现处理阶段实际并不会造成过多的影响，这一阶段主要处理的是一段贯穿主字符存在区间的细干扰线，它会对后期机器训练识别字符造成一定的影响，比如字符误认；也可能对字符切割时造成困难，比如切割时机器认为这是字符粘连而错选了切割位置。

因此，图像去噪这一阶段的算法设计，主要是针对如何消除贯穿主字符区间的干扰线而特别设计的，避免了叠加使用通用图像处理方法。这里设计的集中针对性去线算法可以在每一个案例中单独使用，也可以进行设定不同的参数以组合使用达到更好的去噪效果。

### 4.3.2 深度（垂直）方向探索去噪算法

我们把在图像的一列中，沿着高度方向，图像的y坐标增大的方向叫做图像的深处方向。深度方向探索即检查当前像素位置深处方向的像素点。

根据我们要着重去除黑色干扰线部分的特点：连续较长，贯穿字符存在区间；大部分图像的干扰线较细（少数特例）厚度小于三个像素。同时，我们探查了字符厚度，大致在5个像素厚度以上。

对于大部分图片样本而言，生成的黑色干扰线厚度大致相同，因此我们选择几例干扰线和字符明显分离的样本在做厚度采样测试。

样本中的蓝色矩形框为我们对噪声区域像素厚度的采样，红色矩形区域为我们对字符区域像素厚度的采样。

记录的信息为我们每找到一个黑色像素点，这个黑色像素点深度方向的厚度。

|  |  |
| --- | --- |
| 其中 |  |
|  |  |

|  |
| --- |
|  |
| 4-6-1 样本图片 |
|  |
| 4-6-2 干扰线像素点深度方向厚度分析 |
|  |
| 4-6-3 字符像素点深度方向厚度分析 |
| 图4-6. 样本深度方向厚度的一个采样 |
|  |

通过一个样例的采样分析我们可以看出，属于干扰线部分的黑色像素，深度方向的厚度绝大部分在3以下，少数达到4，而属于有效字符的黑色像素，只有少量在深度方向的厚度不达3，这些黑色点在字符下端片区，即“字符笔迹”在垂直方向的末端点。

由此我们给出一个尝试消去黑色干扰线的深度方向去噪算法：

D为给定的深度方向探索阈值，

若

|  |  |
| --- | --- |
|  | （4-7） |

则计算

|  |  |
| --- | --- |
|  | （4-8） |

则去噪修正后的灰度为

|  |  |
| --- | --- |
|  | （4-9） |

所有的修正后的信息直接输出在一个新建的图像上，对原始的输入图像不直接做修改。

|  |  |
| --- | --- |
| 算法3 | |
| 1.如果一个像素点是黑色像素点则执行下列步骤 |  |
| 2.计算这个像素点深度方向的厚度 |  |
| 3.如果深度方向厚度则将这个点在新图像上更新为白点 |  |
| 4.寻找下一个黑色像素点执行上述步骤直到所有像素点都遍历完 |  |

下面我们对单一进行深度方向去噪的效果给出一些性能测试：

|  |  |  |  |
| --- | --- | --- | --- |
| 样本 |  |  |  |
| 阈值D=1 |  |  |  |
| 阈值D=2 |  |  |  |
| 阈值D=3 |  |  |  |
| 阈值D=4 |  |  |  |
| 图4-7. 单一深度方向去噪算法效果 | | | |

我们很显然地发现，使用这种深度方向去噪算法虽然可以有效消除掉薄的干扰线，但是也会削减掉字符的厚度，因此阈值的选择尤为重要，这里阈值的选择需要考虑能把大部分有影响的干扰线去除，尽量不把字符像素削减的过于薄以至于在字符内部出现空隙对后期字符分割造成不利的影响。

我们参照上述效果图可以看出，如果单一对这种验证码图片使用这种去噪算法，阈值D=2或者阈值D=3是可以考虑使用的阈值，这也与之前像素采样结果相一致。

该算法的有点为针对性强，专门针对薄干扰线设计，且算法执行简单，只需要遍历图片所有像素一次即可，没有迭代操作；该算法缺点也很明显，很明显地削薄了表示字符的像素，过度的去噪可能会产生字符内部不该有的空隙；如果要很好地保留字符像素就会去噪不当，干扰线去除不充分。

### 4.3.3 八方向检索去噪算法

检索一个像素八连通域方向上的像素是否总体符合一定的要求来判断这是不是一个待去除的噪声干扰点。在这里，我们先对一个像素八方向及层数的定义做一些说明。

|  |
| --- |
|  |
| 图4-8. 一个像素的八方向及其层数 |

取一个像素第一次的八方向像素即取一个像素八连通域的八个像素的方法在上文已经介绍过，这里再说明一下取不同层数的八方向像素的方法。

一个像素的八方向像素与中心像素的辐射角满足如下的位置关系：

|  |  |
| --- | --- |
|  | （4-10） |

对应各数字分别是中心像素的右，右上，上，左上，左，左下，下，右下八个位置。那么待选取的第s层第k个像素可以如下表示：

|  |  |
| --- | --- |
|  | （4-11） |

其中为待选取像素，为中心像素。

我们依旧选取一些样本对这些样本的干扰线区域和字符区域统计其中黑色像素点（待处理像素点）的八方向像素点信息，主要是统计八方向白色像素点的个数。

|  |
| --- |
|  |
| 图4-9. 八方向数据采集样例（蓝色为干扰区，红色为字符区） |

|  |  |
| --- | --- |
|  |  |
| 层数=2 干扰区域统计结果 | 层数=2 字符区域统计结果 |
|  |  |
| 层数=3 干扰区域统计结果 | 层数=3 字符区域统计结果 |
|  |  |
| 层数=4 干扰区域统计结果 | 层数=4 字符区域统计结果 |
| 图4-10. 对样例进行2,3,4层八方向白色像素个数统计结果 | |

我们给出如下的八方向多层检索去噪算法：

实际所取的层数S，和设定的参考阈值T为经验参数。

|  |  |
| --- | --- |
|  | （4-12） |

当一个黑色像素点检索到的多层八方向像素中白色像素点的个数大于设定的阈值时，这个黑色像素点就会被当做噪声点给予去除。

所有的修正后的信息直接输出在一个新建的图像上，对原始的输入图像不直接做修改。

|  |  |
| --- | --- |
| 算法4 | |
| 1.当查找到一个黑色像素点时，执行下列步骤； |  |
| 2.找到这个像素点S层以内八连通域的所有像素点； |  |
| 3.计算上述像素点集合中白色像素点的个数； |  |
| 4.如果白色像素点个数大于等于设定的参考阈值则在新图像中将这个点更新为白色像素点； |  |
| 5.找到下一个黑色像素点重复上述步骤直到遍历完所有像素点。 |  |

在对设置探索层数及对应的处理阈值前，我们对样本每层及各个阈值去除掉的干扰线点比例和字符点比例进行统计。

|  |  |  |
| --- | --- | --- |
| 表4-1. 探索层数=2时各阈值上述样本去噪效果 | | |
| 阈值 | 干扰区黑色像素点去除率（应去率） | 字符区黑色像素点去除率（误去率） |
| 5 | 80.24% | 38.79% |
| 6 | 68.14% | 30.85% |
| 7 | 54.28% | 16.96% |
| 8 | 41.89% | 11.41% |
| 9 | 29.50% | 4.55% |
| 10 | 24.78% | 2.73% |
| 11 | 17.70% | 0.74% |

|  |  |  |
| --- | --- | --- |
| 表4-2. 探索层数=3时各阈值上述样本去噪效果 | | |
| 阈值 | 干扰区黑色像素点去除率（应去率） | 字符区黑色像素点去除率（误去率） |
| 8 | 88.50% | 45.33% |
| 9 | 84.07% | 36.97% |
| 10 | 71.39% | 26.22% |
| 11 | 59.88% | 18.94% |
| 12 | 50.74% | 12.82% |
| 13 | 37.76% | 7.94% |
| 14 | 30.97% | 4.30% |
| 15 | 24.48% | 3.06% |

|  |  |  |
| --- | --- | --- |
| 表4-3. 探索层数=4时各阈值上述样本去噪效果 | | |
| 阈值 | 干扰区黑色像素点去除率（应去率） | 字符区黑色像素点去除率（误去率） |
| 11 | 89.09% | 59.06% |
| 12 | 86.73% | 48.06% |
| 13 | 76.40% | 38.21% |
| 14 | 74.34% | 29.36% |
| 15 | 68.44% | 22.75% |
| 16 | 57.82% | 16.63% |
| 17 | 49.56% | 11.86% |
| 18 | 40.71% | 7.69% |
| 19 | 31.86% | 5.46% |
| 20 | 26.25% | 3.39% |
| 21 | 23.89% | 2.07% |

以上效果数据为从少数样本将干扰与字符分离后的测试结果，具有一定的参考性。同时针对不同样本，实际的效果可能会有所出入。

这种针对性去噪算法显而易见地可以得出，如果要增加去噪率，必然会提高误去率，因此使用该去噪算法的关键在于控制好两者比例，使得影响字符识别和字符分割的干扰线能够被充分去除，同时保证字符框架被较好保留，因为字符被错误去除一小部分几乎是无可避免的。

下面给出单一使用这种去噪方式对于几个测试样本的实际去噪效果。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 样本 | T=4 | T=5 | T=6 | T=7 |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| 图4-11. 层数为2时八方向检索去噪法各阈值的实际效果 | | | | |

通过上述实例效果我们可以看出，进行2层八方向检索去噪时，阈值设定为5或6为理想的阈值能够达到较好效果，阈值设定大于7时，虽然字符保留比较完整但可能会使得部分干扰线去除不是很彻底，但如果某些样本使用低阈值时字符去除过多，设定阈值为7也是可以参考的。

我们选用同样的样本做3层八方向去噪实验：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| T=8 | T=9 | T=10 | T=11 | T=12 |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| 图4-12. 层数为3时八方向检索去噪法各阈值的实际效果（省略原始样本） | | | | |

使用三层八方向去噪时，去噪效果随阈值设定的变化渐变，从上述样本的直观视觉看来，阈值设定9,10,11,12的实验效果均可以接受，不同的阈值虽然对字符骨干的保留均尚可，但对字符厚度还是有些许影响，如果机器训练的样本和识别用的样本去噪阈值设定不同，字符的厚度可能会影响到机器识别的效果。再者，当3层去噪与2层去噪有相当效果时，尽量选择二层去噪来适当减少计算量。

最后我们还是选择上述样本做4层八方向去噪实验：

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| T=14 | T=15 | T=16 | T=17 | T=18 |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| 图4-13. 层数为4时八方向检索去噪法各阈值的实际效果（省略原始样本） | | | | |

使用四层八方向去噪时，阈值设定更加细化，去噪效果越发渐变，但实际上较较少层去噪的效果提升并没有质的变化，因此实际使用时不推荐使用四层以上的检索。

综合上述去噪效果的测试，我们后续默认处理时，使用效果比较好的2层阈值为6的去噪参数以作为一个对比效果。

八方向检索去噪也是根据干扰线厚度较小的特征，针对像素厚度的一种去噪方式的变形，因此这种算法也是不可避免地会削薄有效的字符像素的厚度，但通过合适的参数设定，可以让这种“削弱”是可控且可接受的。

### 4.3.4 模板统计选择滤波器

模板滤波器是图像处理中的一种通用方法，主要通过设定不同的模板窗口，卷积核，权重达到处理图像的效果。常见的模板滤波器有梯度算子滤波器，拉普拉斯滤波器等。统计模板滤波器是模板滤波器的一个分支，它不对领域各像素设置权重而是统计它们的数值最后做出选择，常见的统计模板滤波器有中值滤波，最大值滤波，最小值滤波等，选取的窗口通常为奇数的平方。

这里，我们新设计一种模板统计滤波器，针对要去噪的特征重新设定窗口和最终选择作为输出像素的位置。

我们下面给出模板统计选择滤波器的一个通用算法的设计：

|  |  |  |
| --- | --- | --- |
| 算法5 | | |
| 1. | 设计函数 (sort and index)排序并标序，函数的输入为有穷数列，输出从小到大经过排序的有序数列 |  |
| 2. | 设计函数选择器，函数的输入为有序数列和选择位置，输出为实数（整数）。  像素的模板窗口区域 |  |
| 3. |  |  |
| 4. | 表示在以像素位置为卷积核中心，取模板为 的区域（集合），表示一个位置集合。  设计函数窗口取数器，输入模板，输出为一个数集。  则设计一个统计排序滤波器，输入像素位置，模板，选择位置，输出为一个实数（整数）。 |  |
| 5. | 其中i表示索引xi表示元素，元素可以重复 |  |
| 6. | 列表的所有元素组成的数学意义上的集合，如果则称 | （4-13）  （4-14） |
| 7. |  | （4-15） |
| 8. |  |  |
| 9. |  | （4-16） |
| 10. |  | （4-17） |

对于窗口的选择，需要能在取数完后满足去噪的需要。我们这里需要去噪的特征为穿越主字符区域的，厚度一般不大于3个像素的主要为横线发展的干扰线。

我们尝试使用宽度W=3厚度H=5的窗口。选择此窗口测试的依据为假设该窗口完全覆盖三个宽度的干扰线，那么窗口中读入9个干扰线点，6个其他点，相比其他的奇数X奇数的矩形窗口，干扰点占比较为适中。我们依旧选取一个样本对其在窗口下的取数做一个样本检测。

|  |
| --- |
|  |
| 图4-14. 模板统计选择滤波器数据采集样例（蓝色为干扰区，红色为字符区） |

我们对统计区域内的每个像素取[5 ×3]窗口，将取到的数（0黑色或者1白色）按从小到大的顺序进行排序，构成函数输出：

其中y表示像素序号，x表示该序号的像素模板窗口取数从小到大排列的位置。

我们对下面的测试结果图像进行一些说明：

左侧第一幅图像为对所选区域内的所有点进行模板取数后排序，纵坐标表示这是第多少个像素，横坐标表示取数从小到大排序后取的第几个数。色域中黑色表示为0，白色表示为1。第二幅图像表示仅针对所选区域内的黑色像素点进行取数排序，表现出的是区域内黑色像素点的取数特征，也就是我们需要处理的点的特征。第三幅图像表示对整个区域用取数排序后的第k的值作为模板卷积核位置的新值能将黑色像素点去除的比例，横坐标表示选择的位置，纵坐标表示黑色点的去除率。

|  |
| --- |
|  |
| 图4-15. 干扰区域内的窗口检测数据 |

|  |
| --- |
|  |
| 图4-16. 字符区域内的窗口检测数据 |

我们选择这种方式滤波需要尽可能去除干扰点同时尽可能地不破坏字符的点，同样需要折中考虑取数位置。

|  |  |  |
| --- | --- | --- |
| 表4-4. 5X3窗口的不同选择位置的黑点去除率 | | |
| 取数位置 | 干扰区域黑点去除率 | 字符区域黑点去除率 |
| 1 | 0 | 0 |
| 2 | 0 | 0 |
| 3 | 0.42% | 0 |
| 4 | 0.84% | 0 |
| 5 | 10.55% | 0.25% |
| 6 | 29.96% | 0.59% |
| 7 | 40.51% | 2.45% |
| 8 | 44.73% | 3.89% |
| 9 | 57.81% | 9.22% |
| 10 | 74.68% | 18.87% |
| 11 | 83.97% | 29.86% |
| 12 | 99.58% | 37.39% |
| 13 | 99.58% | 47.63% |
| 14 | 99.58% | 56.56% |
| 15 | 99.58% | 66.07% |

通过观察上述样本的去除率，我们发现取数位置选择在9,10或者11时能够较多的将干扰特征的黑点去除而且不错地保留字符特征的黑点。下面我们选择一些样本进行实际的去噪测试。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 样本 | S=8 | S=9 | S=10 | S=11 |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| 图4-17. 模板统计选择滤波器在[5X3]窗口下各取数位置的去噪效果 | | | | |

通过实际去噪测试发现，当取数位置S>=8的时候穿越字符区域的干扰线几乎能被完全去除，取数位置S=8与S=9的区别在于字符间如果间距较小，S=9时能够去除字符与字符间，字符与邻近干扰线散点的一些连通成分，使得字符间的间距更为明显一些，但是代价则为字符被削薄一层，一些很薄位置的字符像素被错误地去除。我们另外发现当S>=9时，对于干扰线主体部分的去除已经没有什么差别，S越大去除的字符越多反而得不偿失。因此我们实际使用[5X3]窗口取数时，滤波器的选择位置选择为9。这个位置能够兼顾较好的去噪效果和字符骨干保留效果。

## 4.4 本章小结

本章节根据图像的特征以及我们的处理需求，针对性地设计了图像处理算法（包括二值化，修复与平滑，去噪），并针对这些新设计的算法给出了参数设定的参考和实际的性能测试。

# 字符分割及单字符样本后期处理

## 5.1 基本垂直字符分割的适用性与不足

垂直字符分割是一种简单高效的字符分割方法，但是它对输入图像有着较高的要求，输入图像的字符间间隙要求为垂直方向，输入字符无粘连，输入字符在垂直方向上没有交错。因为垂直字符分割适用性的特典，通常被用于车牌字符，银行卡卡号数字等形状规则且几乎没有其他干扰的字符图片分割。

回到本案例的验证码图像样本，大部分图像字符间有空隙，但是会有一些字符粘连，同时个别样本由于去噪的不完全，部分干扰线挡住字符垂直分割的间隙，另有一些去噪过度在字符内部出现了空隙，因此不能直接套用标准垂直字符分割算法，需要在适用性上进行一些改进。

|  |  |  |
| --- | --- | --- |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF38.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF68.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF39.jpg |
| MF101 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF113.jpg | MF59 |
| 字符粘连 | 去噪不足 | 去噪过度 |
| 图5-1. 无法直接使用垂直字符分割的一些样例 | | |

## 5.2 二次校正的垂直字符分割

### 5.2.1 基准线垂直字符分割

普通的垂直字符分割通常先对图片的水平方向进行扫描，扫描每一列有效字符像素的个数，并选取合适的有效字符像素为0的列作为分割列将不同字符区分开来。

沿着图片的宽度方向逐列扫描每一列中黑色像素的个数

|  |  |
| --- | --- |
|  | （5-1） |

理想状态下的进行垂直字符分割的样本如银行卡号的数字串其样本和函数图像大致如下：

|  |
| --- |
|  |
| 图5-2. 可以进行标准垂直分割的理想样本及其函数图像 |

对于上述理想状态下的样本进行字符分割，切分位置可以由如下的方程组解出：

字符起始位置切分轴：

|  |  |
| --- | --- |
|  | （5-2） |

将计算出的解集中元素从小到大排序构成每个字符的起始切分位置集。

字符结束位置切分轴：

|  |  |
| --- | --- |
|  | （5-3） |

将计算出的解集中元素从小到大排序构成每个字符的结束切分位置集。

然而本案例中经过去噪后的验证码图像样本无法做到上述可以直接进行切割的程度，因此需要对垂直切割算法进行一系列的改进措施。

|  |  |
| --- | --- |
|  |  |
| 图5-3. 一个前期处理较为理想的样本及其P(x)曲线 | |

|  |  |
| --- | --- |
|  |  |
| 图5-4. 一个前期处理后仍有字符粘连的样本及其P(x)曲线 | |

通过简单的样本采样可以看出本案例中经过前期处理的图像并不具有理想的垂直字符分割的条件，首先由于图像左侧原先有较粗的干扰线，为了较好得保留字符部分，这部分粗线可能不能完全被去除，虽然它们不会对主字符区域造成影响，但是在字符分割时需要考虑它们的存在；其次由于会出现不可预测的字符粘连（验证码生成时通常会形成字符粘连以增加机器识别的难度），甚至多字符粘连，本应该作为切分位置的地方其P(x)函数值不为零，机器会误认为此处不具有切割条件。

由此，我们可以简单得出一个结论，每张样本图片不一定都存在理想的切分位置，即机器可以直接识别的切分位置，且需要对左侧干扰线做出适当的处理，以去除他们在分割时的影响。

综上，我们先提出基准轴和距离阈值的概念。基准轴即判断每个字符切分位置的标准，通关对全体样本采样计算得出，距离阈值为经验数值。实际切分时，对在基准轴的正负距离阈值范围内查找是否存在满足表达式（23）和表达式（24）的切分位置。这项改进措施主要针对左侧干扰线的存在，通过这项措施就可以排除掉干扰线存在部分的扫描，也就不会误把干扰线作为有效字符处理；其次这项措施也为存在字符粘连的样本后续的校正处理提供一些基础信息。

基准线通过如下的操作产生：

|  |  |
| --- | --- |
|  |  |
| J(x)表示当前样本在x列的黑色像素个数是否为0。 | （5-4） |

计算

|  |  |
| --- | --- |
|  | （5-5） |

我们对用于训练的500个样本进行上述计算，得到样本集的函数曲线，其图像如下：

|  |
| --- |
|  |
| 图5-5. 用于训练的500个样本的样本集TB(x)曲线 |

我们知道本案例中的样本有四个字符，需要五条基准轴，分别是首字符起，一二字符间，二三字符间，三四字符间和末字符尾。

通过对样本集的观察我们可以得出一个字符存在的置信区间：

|  |  |
| --- | --- |
|  |  |

观察上述曲线图像可以得出一个结论，在置信区间内，上述图像的峰值即大多数样本此处均不存在黑色像素即为可能的切分基准轴。我们由此基础进行计算并最后进行人为筛选（主要针对可能的左侧干扰区内的数据）出最后的切分准轴。

找出区间内图像峰值所在的位置即求函数的极大值。我们可以解如下离散方程组：

|  |  |
| --- | --- |
|  | （5-6） |

我们解上述离散方程组得到下面这个解集：

|  |  |
| --- | --- |
|  |  |

我们人为对比图像，筛选确定出我们所需要的“高峰”极大值点为下面这个解集：

|  |  |
| --- | --- |
|  |  |

把上述集合定义为基准线集

|  |  |
| --- | --- |
|  | （5-7） |

确定完基准线，我们就可以给出基准线垂直分割的算法了。

先提出距离阈值，这是一个经验阈值，需要去尝试使用不同的值来观察实际的切分效果来最终确定。

求解各字符首分隔位置：

|  |  |
| --- | --- |
|  | （5-8） |

通过解改进后的离散方程组得出：

|  |  |
| --- | --- |
| 如果每组不等式的解集 则否则进行后续校正处理 | （5-9） |

然后再求解各字符末分割位置：

|  |  |
| --- | --- |
|  | （5-10） |

通过解下列改进后的离散方程组得出：

|  |  |
| --- | --- |
| 如果每组不等式的解集 则否则进行后续校正处理 | （5-11） |

我们下面进行不同阈值的没有经过错误校正（即没有进行后续处理，上述解集如果为空则以使用的基准线代替）的基准线垂直分割的分割效果实验。

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 分割前 | TH=4 | | | | TH=10 | | | | TH=12 | | | |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF92.jpg | PD92-1 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-2.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-3.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-4.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-1.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-2.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-3.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD92-4.jpg | PD92-1 | PD92-2 | PD92-3 | PD92-4 |
| MF36 | PD36-1 | PD36-2 | PD36-3 | PD36-4 | PD36-1 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-2.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-3.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-4.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-1.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-2.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD36-3.jpg | PD36-4 |
| MF74 | PD74-1 | PD74-2 | PD74-3 | PD74-4 | PD74-1 | PD74-2 | PD74-3 | PD74-4 | PD74-1 | PD74-2 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD74-3.jpg | PD74-4 |
| MF141 | PD141-1 | PD141-2 | PD141-3 | PD141-4 | PD141-1 | PD141-2 | PD141-3 | PD141-4 | PD141-1 | PD141-2 | PD141-3 | PD141-4 |
| 图5-6. 不含后期校正的基准线垂直分割不同测试阈值下各种实验结果 | | | | | | | | | | | | |

上述展示的各种分割结果对比鲜明的几个样例可以看出，除了样例1不同的距离阈值都可以正常分割外，样例2,3,4对于不同的距离阈值或多或少有着不同的输出响应，有的甚至在某些距离阈值下无法分割。对于设定单一阈值进行无后期校正的垂直字符分割，我们经过测试，距离阈值设定为10时相对正确率最高，为472/500 。

### 5.2.2 分割失败样例的原因分析

虽然总体分割成功率仍然达到90%以上，但是这个分割算法仍待改进，因为字符的正确分割是后期机器识别字符的关键，这一步需要尽可能提高分割正确率，只对极少数意外情况可以忽略不计。因此，我们接下来对一些情况下分割失败的原因进行一些调查来探寻改进方法。

|  |
| --- |
|  |
| 图5-7. 样例2的P(x)曲线 |

从上述曲线可以看出样例2在TH=4时分割失败的原因，作为正确的切分位置75和135不在的范围内，增加切分点的搜索范围看似可以解决这个问题。

|  |
| --- |
|  |
| 图5-8. 样例3的P(x)曲线 |

从样例3的P(x)曲线来看，增大搜索范围即th的值就可以解决问题，从实际的效果来看也是如此th=12时字符分割结果就完美了。那么是不是取消基准线，直接使用垂直分割的效果反而会更好呢？因为去噪等原因造成的处理后的字符有时并不完美（字符粘连或者内部空缺）没有了基准线会使得某些样本根本无法分割。

|  |
| --- |
|  |
| 图5-9. 样例4的P(x)曲线 |

从样例4的TH=12时分割失败和上述曲线可以看出，在位置X=121处，由于本身字符厚度较小滤波器将点滤除造成了字符内部的空缺，而这个宽度为1的空缺对字符分割造成了不利的影响，被分割器误认为这里是字符间间隙处理而造成了错误的分割结果。

可以得出一个初步结论，光通过阈值的调整几乎是不可能达到一个完美的切分效果的，因为前期去噪的不确定性，不能对样本进行全局的直接垂直分割，基准线及其阈值对于有轻微字符粘连的样本的字符分割有着很重要的作用。

|  |  |
| --- | --- |
|  |  |
| 图5-10. 一个轻微粘连样本及其P(x)曲线 | |

我们可以看出 X=82处是字符1和字符2视觉上应该作为分割的地方，但是这里发生了轻微的字符粘连，如果没有基准线辅助，那么分割器就不会对这两个字符作出分割处理，因为分割器找不到切分位置方程组的解。

在有基准线辅助的情况下这个样本的分割结果如下：

|  |  |  |  |
| --- | --- | --- | --- |
| PD50-1 | PD50-2 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD50-3.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD50-4.jpg |
| 图5-11. 上述轻微粘连的样本在基准线辅助下的分割结果 | | | |

我们可以看出，这种轻微粘连的样本，视觉上的分隔位置就落在了基准线附近，因此在找不到方程组的解的时候用用基准线作为分割位置有一个不错的效果，但并不是所有的样本都那么“幸运”。

### 5.2.3 二次校正处理

下面先给出一个奇怪的分割失败的样例：

|  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 分割前 | TH=4 | | | | TH=10 | | | | TH=12 | | | |
| MF125 | PD125-1 | PD125-2 | PD125-3 | PD125-4 | PD125-1 | PD125-2 | PD125-3 | PD125-4 | PD125-1 | PD125-2 | PD125-3 | PD125-4 |
| 图5-12. 一个各种距离阈值都分割失败的样例 | | | | | | | | | | | | |

我们可以看到这个样本不同的阈值都分割失败了，或者说分割结果不清晰，但是样本本身并没有任何字符粘连现象，理论上分隔位置方程组是有解的，但是分割器却没有在正确的位置分割。

我们采集了这个样本的P(x)曲线：

|  |
| --- |
|  |
| 图5-13. 样本cdgm的P(x)曲线 |

我们从曲线图可以看出应该作为分割点位置方程的解是存在的，但是这个解离开基准线太远了超出了搜索区间。但是从前文得知这个搜索区间又不宜过大，因此我们给出修正处理的方法。

#### 5.2.3.1 第一次校正

我们先给出如下一个修正算法：

|  |  |  |
| --- | --- | --- |
| 算法6 | | |
| 1. |  |  |
| 2. | 则继续求解下列方程组（5-12）其中为方程组（5-9）或者（5-11）中使用的值 |  |
| 3. |  | （5-12） |
| 4. |  |  |
| 5. |  |  |
| 6. |  |  |

上述给出的修正算法解决了这样一个问题，字符间有一定空隙可以作为分割点，但是紧贴字符的最佳分割点不在分割点的搜索范围内，而这个搜索范围又不宜过大，原先遇到这种情况时直接使用基准线作为分割点，这一步修正后，检查了在基准线周围是不是有零黑色像素的备用分割点，这样避免了字符周围有间隙可以分割但是却直接使用基准线错误地将字符从内部分开。

#### 5.2.3.2 第二次修正

第一次校正解决了那些本来可以正常分割但是最佳分割点不在分割区域搜索范围内的情况，且给出了一个补偿措施，第二次校正主要针对一些意外和轻微粘连字符做出修正处理。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF307.jpg | PD307-1 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD307-2.jpg | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD307-3.jpg | PD307-4 |
| 图5-14. 一个由于去噪字符内部出现空缺的情况 | | | | |

由于第三个字符n中间出现空缺，原有的算法将其从字符中间分开，因为这是个满足条件的“最佳分割点”。

我们给出如下一个算法去修正这种字符内部切分的错误。通过前面给出的样例的P(x)曲线可以看出，由于去噪造成的字符内部空缺，其宽度通常为1.因此有如下算法：

|  |  |  |
| --- | --- | --- |
| 算法7 | | |
| 1. |  |  |
| 2. |  |  |
| 3. |  | （5-13） |
| 4. |  |  |

同时针对第一次修正算法中的遗留问题给出第二次修正：

|  |  |  |
| --- | --- | --- |
| 算法8 | | |
| 1. |  |  |
| 2. |  |  |
| 3. |  |  |
| 4. |  | （5-14） |
| 5. |  |  |
| 6. |  |  |
| 7. |  | （5-15） |
| 8. |  |  |
| 9. |  | （5-16） |
| 10. |  |  |

第二次修正主要针对有轻微粘连的字符分割给出一些补充处理，前提认为轻微粘连的字符，粘连处的厚度相对而言应该是区间内最薄的，并且对字符内部出现间隙做了一些简单处理。

### 5.2.4 修正后字符分割的处理效果

通过两次校正处理，可以解决轻微字符粘连问题和基准线搜索范围矛盾的问题，我们将一些进行修正前无法正确分割的样本使用具有修正的算法重新进行分割实验。

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 样本 | 无后续修正处理 | | | | 二次修正处理 | | | |
| MF35 | PD35-1 | PD35-2 | PD35-3 | PD35-4 | cut-1526056296679-1 | cut-1526056296679-2 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\cut-1526056296679-3.jpg | cut-1526056296679-4 |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF125.jpg | PD125-1 | PD125-2 | PD125-3 | PD125-4 | cut-1526056437197-1 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\cut-1526056437197-2.jpg | cut-1526056437197-3 | cut-1526056437197-4 |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF225.jpg | PD225-1 | PD225-2 | PD225-3 | PD225-4 | cut-1526056486176-1 | cut-1526056486176-2 | cut-1526056486176-3 | cut-1526056486176-4 |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\MF307.jpg | PD307-1 | PD307-2 | PD307-3 | PD307-4 | cut-1526056578686-1 | cut-1526056578686-2 | cut-1526056578686-3 | cut-1526056578686-4 |
| MF355 | PD355-1 | PD355-2 | PD355-3 | PD355-4 | cut-1526056841546-1 | cut-1526056841546-2 | cut-1526056841546-3 | cut-1526056841546-4 |
| 图5-15. 带二次修正的基准线垂直分割算法改进效果 | | | | | | | | |

从上述举例的实验效果来看，进行二次补充修正的垂直字符分割算法能够更好地适应样本特征，针对一些没有补充修正时会出现错误的情况有了较好的改正，能够自适应处理更多的样本，大大增加了该字符分割算法针对这批样本的适用率，提高了字符分割的正确率。

### 5.2.5 字符分割的正确率及参数设定

本案例中的字符分割算法需要设定几个参数，分别是基准线，搜索距离阈值，意外判断距离阈值，粘连判定阈值，参考权重 。

下文所叙述的分割正确率都由肉眼观察得知，分割成功即为当前分割块只含单字符内容且肉眼可辨认。

首先本案例中的基准线集合已经由前文算出这里不再赘述，为了简化处理，我们先使用无修正的基准线垂直字符分割来确定搜索距离阈值的选定。下面是针对同一组样本选取不同的值的分割正确率。

|  |
| --- |
|  |
| 图5-16. 无修正的基准线垂直分割设置不同th值时的正确率 |

因此我们设定搜索距离阈值为10并进行后续参数的实验。

这里我们所涉及的轻微粘连多数是由于去噪不够充分，两字符间间距过小而误把干扰线作为字符的一部分而产生的粘连，基于这一实际我们把粘连判定阈值设置为4 。

这里的参考权重所反映的是针对存在粘连的字符的分割，是倾向于在最薄除分割还是距离基准线最近处分割。这里由于是相对参数，我们固定，对的取值进行测试。

在此之前，我们先使用对的取值进行测试。值针对的是字符内部出现空缺的情况，这个阈值的设定主要是为了防止两个字符之间的间隙正好只有1个像素宽的“巧合”，因此这个参数的设定是针对有空隙字符的，对有粘连的情况影响不大。

|  |
| --- |
|  |
| 图5-17. th=10,w=4,a=1,b=0情况下不同的dth对应的分割正确率 |

从上图中分析看出，dth值设置为1~3来预防上文提到的“巧合”即可，实际上对于排除掉字符内部的空隙造成分割失败的影响效果还是可观的。

|  |
| --- |
|  |
| 图5-18. th=10,dth=2,w=4,a=1情况下不同的b对应的分割正确率 |

上述实验结果也印证了基准线只起分割参考作用，越倾向于重视基准线肉眼观察到的分割正确率越低，因此本案例的粘连分割方法选取在搜索区域内的最薄除切分，以取得不错的效果。

字符分割的正确率是后续机器字符识别的保证，后续的字符识别难免会因为字符块内尚有干扰去除不干净等原因进一步使最终正确率下降。这里字符分割的正确率达到97%还是可以接受的。

## 5.3 单字符样本冗余部分去除

在字符分割完成后得到的单字符样本，在字符区域的上下都有部分空白区域，因为输入到机器训练的样本是需要归一化的，如果直接将得到的单字符样本进行大小归一化，空白部分所占比例未免过大，即有效信息所占比例太低，容易造成机器识别的误差过大，因此这里先将得到的单字符样本进行上下部分的冗余切除，让字符“顶格”。

|  |  |
| --- | --- |
| 对得到的字符分割后的单字符原始样本图片（宽度不定，高度50）样本逐行扫描每一行的黑色像素个数 |  |
|  | （5-17） |
|  |  |
|  | （5-18） |
|  | （5-19） |

我们绘制出如下的曲线：

|  |
| --- |
|  |
| 图5-19. YB曲线 |

根据的图像，可是获得切除冗余部分的首尾经验准轴

使得98%的样本字符在和之间

换言之和可以通过解方程（5-20）得到：

|  |  |  |
| --- | --- | --- |
| 算法9 | | |
| 1. |  | （5-20） |
| 2. | 对于每一个样本的实际切割修正可以通过如下操作实现，设定一个容差阈值 |  |
| 3. | 顶部切割位置解如下方程组（42）实现 |  |
| 4. |  | （5-21） |
| 5. | 如果解集则取否则 |  |
| 6. | 底部切割位置解如下方程组（43）实现 |  |
| 7. |  | （5-22） |
| 8. | 如果解集则取否则 |  |

我们给出几个经过冗余切除后的单字符样本（图片右下角表示的是图片大小规格）：

|  |  |  |  |
| --- | --- | --- | --- |
| 切除前 | 切除后 | 切除前 | 切除后 |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD22-4.jpg20x50 | HD22-420x36 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD39-1.jpg19x50 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\HD39-1.jpg19x38 |
| C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\PD45-4.jpg31x50 | C:\Users\eanjc\AppData\Local\Microsoft\Windows\INetCache\Content.Word\HD45-4.jpg31x36 | PD103-122x50 | HD103-122x35 |
| 图5-20. 单字符高度方向冗余切除前后对比 | | | |

冗余切除后提高了字符有效信息（黑色像素）占总像素的比值，使得进行下一步图像归一化时不同样本的字符占据图像的比例更加均衡一些，一定程度上避免了在机器字符识别时由于字符占比大小的差别过大而导致的字符识别正确率偏低。

## 5.4 单字符样本大小归一化

由于输入到支持向量机进行训练的样本最好需要进行归一化处理，这里需要归一化两个部分，一是数据的大小，二是数据的范围。数据的大小在这里即指图片规格，通过图5-20也能看出，经过冗余切除后的单字符样本图片规格显然是不一致的，这就是我们需要归一化图片大小的原因；至于数据范围，很庆幸我们使用的是二值化图片，正好对于0和1，因此不再需要额外的处理。

综合所需信息的保留程度和数据集大小规模来看，我们最终选择将图片归一化到像素。

我们给出如下的大小归一化算法：

|  |  |  |
| --- | --- | --- |
| 算法10 | | |
| 1. | 将规格为的单字符样本原图像统一放大为； |  |
| 2. | 记录高度缩放比，宽度缩放比； |  |
| 3. | 通过双线性插值法完成图像的放大操作，得到放大图像M； |  |
| 4. | 将图像M平均分为400个区块，每个区块包含9个像素点； |  |
| 5. | 对每个区块中的9个像素点的值求中位数，用求得中位数的值代表区块的值（池化操作）；  为方便表述，记表示向上整除（如5\3=2,6\3=2），表示取余，特别的，当余数为0时，记。  用表示第个区块的值，  记  记  列表  则 | (5-23) |
| 6. | 将400个区块的值按序写入新图像就得到需要的图像 |  |

|  |
| --- |
|  |
| 图5-21. 归一化流程 |

通过上述算法我们可以得到归一化后的样本，这类样本数据个数统一为400个，数据范围为{0,1}，符合输入支持向量机的数据条件。

## 5.5 本章小结

本章节主要基于用于银行卡号和车牌号分割的垂直字符分割算法给出一系列改进措施，使得经过改进的算法能够适用于本案例；并且提供一个切除掉无用信息部分的算法使得有效信息占比大大提高；最后给出一个图片归一化的措施，使得归一化后的样本集满足支持向量机的输入要求。

# 字符识别算法

## 6.1 支持向量机介绍

支持向量机（SVM）是在90年代初由Vapnik和他的合作者共同提出的几个机器学习算法，它是在统计学习理论和结构风险最小化原则的基础上发展而来。SVM起初用于双分类问题，后来被推广到解决多分类问题。支持向量机在分类问题上具有良好的性能，准确度高，适用性光，并且没有神经网络中存在的局部极小点问题，因此在模式识别领域中收到广泛的关注和应用。

我们在此不细究过多关于支持向量机的理论问题，这些超出了本文的研究范围，我们在此简单减少一下支持向量机的分类原则和变换方法。

我们假设空间中有一些数据这些数据分属两个类别，其中表示分类类别，这里可以取{+1，-1}。如果存在一个超平面F，其方程为可以将这些数据完全分开,即为一个类别，为另一个类别，则称这组数据在n维线性可分。然而这个超平面可能不止一个，支持向量机所决策出的超平面是使得样本到超平面的几何距离最大的那个超平面。其中样本到超平面的几何距离为：

|  |  |
| --- | --- |
|  | （6-1） |

支持向量机最终所求出的超平面就是使得达到最大值的超平面。

|  |
| --- |
|  |
| 图6-1. 一个二维线性可分的实例 |

如图6-1所示，二维平面将正方形和圆形分开，L1,L2,L3均可实现，支持向量机求出样本到直线总几何距离最大的是L2，因此这个分类问题直线L2就是解。

然而有些时候数据集在当前维度是线性不可分的，也就是找不到这样的一个超平面将数据分开，因此需要找到一个“变换函数”将数据集映射到更高维空间，使得在更高维空间是线性可分的，沿用上述方法求解。

|  |  |
| --- | --- |
|  |  |
| 6-2-1 当前维度可分 | 6-2-2 当前维度不可分 |
| 图6-2. 高维可分及“变换函数” | |

如上图6-2，在一维数轴上有红黑两个区域需要分开，在6-2-1显然是在一维可分的，只需要即可标位红色区域，标位黑色区域，因此在6-2-1实例中就是解。然而在6-2-2中，通过一维手段显然无法区分，此时我们只需要构造“变换函数”即可将红黑区域分开，红色区域显然都满足。如果设，此时有向量因此，此时的解为,因此需要让变为线性函数，需要到达五维空间从6-2-2可以看出，一维不可分的数据，通过映射到五维空间就变成线性可分的了。

## 6.2 LibSVM接口

LibSVM是台湾大学林智仁教授等提供的一个 SVM 算法库，它很好地实现了支持向量机算法，具有简单、易用、用户需要直接调节的参数较少等优点，不仅便于新手学习利用，在模式识别领域的研究者中也得到了广泛的应用，已经成为了一种标准工具。本文将用它来构造字符识别器，目前，它已经提供有数十种语言版本，本文选择了java版本将接口在已完成的图像处理算法之后调用。

使用该接口只需要准备训练数据文件，模型存放地址，预测文件地址三种文件，其次就是对训练模型时需要设置的参数进行调整。

|  |  |
| --- | --- |
| 表6-1. LibSVM训练时需要设置的参数列表 | |
| -s | 需要设置的决策模型 |
| -t | 核函数类型 |
| -g | 核函数参数 |
| -c | 惩罚系数 |

其余无需过多设置的参数后文均使用默认值，这里也就不再列出。

## 6.3 参数的选取及设置

### 6.3.1 决策模型

我们需要做的是一个多分类问题，该接口中提供了分类决策和回归决策，我们选取其中的多分类决策模型。

其决策函数为：

|  |  |
| --- | --- |
|  | （6-2） |

### 6.3.2 核函数类型

查阅相关资料得知，做字符识别相关的分类问题，通常情况可以尝试

线性核函数：

|  |  |
| --- | --- |
|  | （6-3） |

RBF核函数：

|  |  |
| --- | --- |
|  | （6-4） |

使用线性核函数则不再需要更多的参数设定（只需设定通用的惩罚系数C），但是默认所选的数据是线性可分的，不再需要映射到高维空间。其优点是无需再调整参数且处理速度快。

RBF核函数需要额外设置参数gamma使得分类达到一个最好的效果。RBF核函数由于可以映射到任意的高维空间，理论上可以解决所有的分类问题。但是对于高维的特征向量，使用RBF核函数计算速度没有线性核函数快。

核函数的具体选择国际上还没有统一的定论，只能凭借经验，根据样本的具体特征通过交叉检验来最终确定最适合该样本的核函数。

我们后续将对这两种不同的核函数分别测试识别率。

### 6.3.3 核函数参数γ

**γ**是选择RBF函数作为核函数后，该函数自带的一个参数。隐含地决定了数据映射到新的特征空间后的分布，**γ**越大，支持向量越少，**γ**值越小，支持向量越多。支持向量的个数影响训练与预测的速度。

这里我们是解决多分类问题，根据经验应当选取较小的**γ**值，后续会测试不同**γ**值下对应的识别准确率。

### 6.3.4 惩罚系数

这里的惩罚系数C代表的是在线性不可分的情况下，对分类错误的惩罚程度。C值越大，分类器就越不愿意允许分类错误（“离群点”）。如果C值太大，分类器就会竭尽全力地在训练数据上少犯错误，而实际上这是不可能或者没有意义的，于是就造成过拟合。而C值过小时，分类器就会过于“不在乎”分类错误，于是分类性能就会较差。

我们可以从下列别人的实验案例中看出参数C对于分类的影响：

|  |
| --- |
|  |
| 图6-3. 不同的惩罚系数对分类结果的影响 |

从上图中可以看出，C值越大对于分类结果的要求就越为精确，而有时这些离散数据点可能只是误差，因此过大的C值会造成“过拟合”。同样，C值越小，分类器的精确度就会有所下降。

因此，对于C值的选取，我们将在后文给出一些测试。

## 6.4 样本处理流程

我们在实验初期准备了三个样本集，这三个样本集的图像预处理流程完全一致。下面我们给出一个流程图来解释三个样本集在训练与预测中的不同作用。

|  |
| --- |
|  |
| 图6-4. 样本使用及测试流程 |

通过第一个样本集得到初步训练模型。使用这个初步训练模型对样本集二进行预测并人为判断预测的正确与否。将样本集二中无法预测成功的样本挑出加入模型文件，得到一个较为完善的模型（即补充一些样例）。而后使用这个模型对地三个样本集做预测测试。

## 6.5 输入特征向量的选取

本案例中不再对已经做了归一化处理的样本做进一步的卷积或者池化处理，在此，特征向量的选取直接对图像进行采样。

对于归一化后的图像，我们按行顺序逐一进行像素采样，即所取的特征向量维数为400维。

|  |  |
| --- | --- |
|  | （6-5） |
|  |  |

并且将特征向量整理成LibSVM需要的输入格式：

|  |  |
| --- | --- |
| Label 1: 2: 3: …… 400: |  |

其中label为数据的分类标签，~为特征向量中每一维度的值。

## 6.6 字符识别实验

本节将对已经经过前期图像处理的三个样本集按照图6-4的测试流程进行实验。下文所设计的识别正确率均指针对第三个样本集的预测正确率。

### 6.6.1 线性核函数实验

线性核函数下只有一个可调参数C，这里我们将选取不同的C值进行识别测试。

|  |  |  |  |
| --- | --- | --- | --- |
| 表6-2.线性核函数下不同惩罚系数下的识别正确率 | | | |
| 惩罚系数C | 正确识别样本个数 | 样本总个数 | 识别正确率 |
| 1 | 461 | 500 | 92.2% |
| 2 | 460 | 500 | 92% |
| 3 | 460 | 500 | 92% |
| 5 | 460 | 500 | 92% |
| 10 | 460 | 500 | 92% |
| 20 | 460 | 500 | 92% |

从实验结果可以看出，在线性核函数下，不同的惩罚系数设定值对本案例的样本识别基本不构成影响。

### 6.6.2 径向基核函数（RBF函数）实验

在RBF核函数下，有两个需要调整的参数，分别是惩罚系数C和核函数参数γ。

我们通过调整不同的C和γ的值，得到如下的一组实验数据

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 表6-3. RBF核函数下不同参数下的识别正确率 | | | | |
| 惩罚系数C | 核函数参数γ | 正确识别样本数 | 样本总个数 | 识别正确率 |
| 1 | 0.01 | 475 | 500 | 95% |
| 0.02 | 482 | 500 | 96.4% |
| 0.03 | 482 | 500 | 96.4% |
| 0.04 | 477 | 500 | 95.4% |
| 0.05 | 466 | 500 | 93.2% |
| 0.1 | 295 | 500 | 59% |
| 2 | 0.01 | 478 | 500 | 95.6% |
| 0.02 | 481 | 500 | 96.2% |
| 0.03 | 481 | 500 | 96.2% |
| 0.04 | 477 | 500 | 95.2% |
| 0.05 | 466 | 500 | 93.8% |
| 3 | 0.01 | 479 | 500 | 95.8% |
| 0.02 | 481 | 500 | 96.2% |
| 0.03 | 481 | 500 | 96.2% |
| 5 | 0.01 | 479 | 500 | 95.8% |
| 0.02 | 481 | 500 | 96.2% |
| 0.03 | 481 | 500 | 96.2% |

在RBF核函数实验下，我们从上表可以看出实验的总体正确率高于线性核函数的情况。在核函数参数γ选择非常适当的情况下，惩罚系数C在本案例中对识别正确率几乎没有影响，在核函数参数γ没有设定在最佳时，惩罚系数C对模型有一定修正作用，可以略微提高识别正确率但是存在修正极限。

通过上表的数据我们可以初步总结出使用径向基核函数，设定参数C和γ对识别正确率的影响如下图所示：

|  |  |
| --- | --- |
|  |  |
| 6-5-1 参数C对识别正确率的影响 | 6-5-2 参数γ对识别正确率的影响 |
| 图6-5. RBF核函数下不同参数的设定对识别正确率的影响 | |

## 6.7 本章小结

本章节主要介绍了支持向量机及工具包LibSVM的使用，以及在针对本案例中支持向量机所需训练参数的设置。并且针对设置不同的参数分别进行实验检测识别正确率以找到参数设置对识别正确率的影响规律。

# 程序设计简介

本章节主要简单介绍基于上述算法理论和支持向量机组件自行实现图像处理算法，数据输入输出及归一化，图形用户界面的java应用程序。

## 7.1 程序各模块介绍

### 7.1.1 算法工具模块

该模块下包含图像处理算法，字符串检查，数学计算工具，对象类型格式转换，图像绘制工具。

### 7.1.2 数据处理模块

该模块下包含图片数据的读入，归一化数据的写入，识别结果的读取和写入，识别结果与标准结果的校对。

### 7.1.3 SVM模块

该模块主要包含对LibSVM接口的使用已经改写，包含对训练文件及模型文件的选取，预测的调用等。

### 7.1.4 图像用户界面模块

该模块对各部分组件进行图像用户界面的绘制，并且使用多线程设计，使得对本程序的使用有较好的体验。

### 7.1.5 参数设置及检查模块

该模块对图像处理的参数进行读取和写入，并在程序运行前检查是否程序所需要的文件均存在。

## 7.2 程序功能介绍

自动识别程序：

|  |
| --- |
|  |
| 图7-1. 自动识别程序 |

该程序需要输入一张图片，然后根据预设的图像处理参数和识别模型给出一个识别结果。

手动参数调整程序

|  |
| --- |
|  |
| 图7-2. 手动参数调整程序 |

该部分程序除了训练模型外，所有的图像处理部分的参数包括字符分割需要进行手动设置。该程序主要是用于图像处理算法的效果检验，给具体参数的设定提供视觉依据。

默认参数设置程序：

|  |
| --- |
|  |
| 图7-3. 默认参数设置程序 |

改程序主要为自动识别程序部分的图像处理与模型选择的参数提供设置的修改的界面，使得需要修改自动识别参数时不必要去修改配置文件而可以使用GUI修改。

训练程序：

|  |
| --- |
|  |
| 图7-4. 训练程序 |

该程序为SVM训练提供GUI接口，只需要输入符合条件的数据文件就可以得到训练文件。

样本集处理程序：

|  |
| --- |
|  |
| 图7-5. 样本集处理程序 |

该程序主要将样本集统一处理到单字符样本，而后实现手动分类标签，并对“标签”过的文件集整理成特征向量并组织成支持向量机的输入文件。

# 总结与展望

本文针对一种特定样式的图像验证码，通过分析其图形特征，给出了一系列图像处理算法（二值化，去噪等），并且在本案例中取得了不错的效果。通过学习了解用于车牌和银行卡号的字符分割算法，结合本案例图像的特点，提出了一种适用于本案例的改进的垂直字符分割算法。最后在单字符样本使用成熟的图像缩放算法将图片大小归一化。在得到字符样本后，通过了解支持向量机原理和参数特性，结合本案例特点选取不同的参数进行识别测试，得到一个参数设定值和识别正确率的一个初步规律。

本文中所涉及到的两大技术：图像处理技术和模式识别技术已经成为当下互联网时代的研究热点与重点。验证码的攻防是这两项技术结合点的一个案例。通过这两项技术证明一个验证码生成规则是不安全的以此促进验证码生成规则的改进，这是一个螺旋式上升的过程。

验证码是图像技术领域中的一大应用，应用于各大领域如银行，网络交易等。其诞生之初就是为了防止自动化程序实现自动处理，而如今图像技术与模式识别技术的飞速发展，一批又一批的验证码不在具有“验证”功能，越来越多的新型验证码不断诞生，越来越多的验证码也变得更加复杂，正是这些复杂的验证码，使得验证码没有退出历史舞台。然而复杂的验证码也会使得人类识别困难，如何在人类易识别和机器难识别中找到平衡点是如今验证码设计的一个关键。

本文作者由于能力有限，只在图像技术和模式识别技术中尝试了很小一部分的内容，可以在以下部分继续扩展，因此提出了如下的展望：

（1）图像处理算法的通用化。本文中的图像算法适用性的验证只针对了一种验证码样本进行测试。算法和测试有待改进来适用更多样式的验证码，为那些验证码生成规则的改进提供数据支持。

（2）粘连字符的分割问题。对于粘连字符的分割问题，国际上目前还没有通用的算法，只能见招拆招。实验也正面字符粘连是阻碍机器识别的一大障碍，只有深入研究该领域才能提出更好的字符分割算法以求更高的正确率和更好的适用性。

（3）模式识别技术。本案例中只尝试使用了已有成熟的支持向量机接口，对参数进行调试和测试。由于作者目前能力有限，无法对支持向量机算法给出改进以求更好的结果。同时，字符识别模型不止支持向量机一种，如有成熟并且早已商用的LeNet-5 卷积神经网络及一些相似的模型，这些也是未来可以进一步研究和发展的方向。

（4）验证码技术与信息安全。由于互联网金融的飞速发展，信息安全的概念逐渐火热。验证码的目的不是为了破解，而是为了“保护”，在成功破解一种验证码后，如何给出这组验证码生成规则的改进算法也是未来可以研究的内容之一。
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