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For document categorization, Turkish Wikipedia archive trained with word2vec and vectors for each word obtained. Then, Rocchio and knn methods are developed using cosine similarity metric with the vectors that created with the aforementioned word vectors. To create a vector for document, I implemented the three different approaches that mentioned in the homework PDF (average, minimum and maximum).

In training phase, I calculated the AVG, MIN and MAX vectors of each document with word vectors. The calculated vectors, their assigned classes and word vectors are serialized to file as a model file.

In classification phase, the given document’s vector (created with the user choice method) is compared with training vectors with cosine similarity.

While training, Java’s parallel streams used to decrease the training time. For this data set, average training time is 15 seconds.

To test the model, a test set generated randomly from the news article data set. In this test set, there are 58 different articles (%5 of original data set). For this report, I generated 6 different training and test sets randomly.

The results are shown below.

Table 1 Performance results in terms of number of correctly classified documents out of 58.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tests** | **Rocchio** | | | **knn 3** | | | **knn 5** | | |
|  | ***avg*** | ***max*** | ***min*** | ***avg*** | ***max*** | ***min*** | ***avg*** | ***max*** | ***min*** |
| **Test 1** | 49 | 37 | 31 | 48 | 29 | 33 | 47 | 37 | 36 |
| **Test 2** | 51 | 34 | 25 | 52 | 38 | 29 | 52 | 36 | 30 |
| **Test 3** | 52 | 31 | 29 | 51 | 31 | 29 | 52 | 33 | 34 |
| **Test 4** | 53 | 32 | 34 | 54 | 33 | 31 | 54 | 39 | 37 |
| **Test 5** | 55 | 25 | 25 | 55 | 30 | 27 | 56 | 30 | 33 |
| **Test 6** | 53 | 41 | 30 | 53 | 44 | 36 | 53 | 46 | 35 |
| **AVG** | 52,17 | 33,33 | 29,00 | 52,17 | 34,17 | 30,83 | 52,33 | 36,83 | 34,17 |

Table 2 Performance results in terms of percentage.

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Tests** | **Rocchio** | | | **knn 3** | | | **knn 5** | | |
|  | ***avg*** | ***max*** | ***min*** | ***avg*** | ***max*** | ***min*** | ***avg*** | ***max*** | ***min*** |
| **Test 1** | 84,48 | 63,79 | 53,45 | 82,76 | 50,00 | 56,90 | 81,03 | 63,79 | 62,07 |
| **Test 2** | 87,93 | 58,62 | 43,10 | 89,66 | 65,52 | 50,00 | 89,66 | 62,07 | 51,72 |
| **Test 3** | 89,66 | 53,45 | 50,00 | 87,93 | 53,45 | 50,00 | 89,66 | 56,90 | 58,62 |
| **Test 4** | 91,38 | 55,17 | 58,62 | 93,10 | 56,90 | 53,45 | 93,10 | 67,24 | 63,79 |
| **Test 5** | 94,83 | 43,10 | 43,10 | 94,83 | 51,72 | 46,55 | 96,55 | 51,72 | 56,90 |
| **Test 6** | 91,38 | 70,69 | 51,72 | 91,38 | 75,86 | 62,07 | 91,38 | 79,31 | 60,34 |
| **AVG** | 89,94 | 57,47 | 50,00 | 89,94 | 58,91 | 53,16 | 90,23 | 63,51 | 58,91 |

The output of a sample run of the program is below.

*> Loading model file.*

*> Model reading done.*

*Enter file path: C:\Users\EA\Desktop\ekonomi\_test.txt*

*Enter classification method (r or k): k*

*Enter method (avg, min or max): avg*

*Enter k: 5*

*Assigned class: ekonomi*

*Number of matches in neighborhood is: 5*

*Continue? > y*

*Enter file path: C:\Users\EA\Desktop\ekonomi\_test.txt*

*Enter classification method (r or k): k*

*Enter method (avg, min or max): max*

*Enter k: 5*

*Assigned class: ekonomi*

*Number of matches in neighborhood is: 3*

*Continue? > y*

*Enter file path: C:\Users\EA\Desktop\ekonomi\_test.txt*

*Enter classification method (r or k): r*

*Enter method (avg, min or max): avg*

*Assigned class: ekonomi*

*Similarity score is: 0.904187707037538*

*Continue? > y*

*Enter file path: C:\Users\EA\Desktop\spor\_test.txt*

*Enter classification method (r or k): r*

*Enter method (avg, min or max): avg*

*Assigned class: spor*

*Similarity score is: 0.8354615175176783*

*Continue? > y*

*Enter file path: C:\Users\EA\Desktop\spor\_test.txt*

*Enter classification method (r or k): r*

*Enter method (avg, min or max): min*

*Assigned class: spor*

*Similarity score is: 0.9694749744100796*

*Continue? > y*

*Enter file path: C:\Users\EA\Desktop\spor\_test.txt*

*Enter classification method (r or k): k*

*Enter method (avg, min or max): avg*

*Enter k: 3*

*Assigned class: spor*

*Number of matches in neighborhood is: 3*

*Continue? > n*