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## Warning: package 'tidyverse' was built under R version 3.5.3

## -- Attaching packages --------------------------------------- tidyverse 1.2.1 --

## v ggplot2 3.1.0 v purrr 0.2.5  
## v tibble 2.1.3 v dplyr 0.8.3  
## v tidyr 1.0.0 v stringr 1.3.1  
## v readr 1.3.1 v forcats 0.3.0

## Warning: package 'tibble' was built under R version 3.5.3

## Warning: package 'tidyr' was built under R version 3.5.3

## Warning: package 'dplyr' was built under R version 3.5.3

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

## Warning: package 'caTools' was built under R version 3.5.3

## Warning: package 'rpart' was built under R version 3.5.3

## Warning: package 'rpart.plot' was built under R version 3.5.3

## Warning: package 'Rcpp' was built under R version 3.5.3

## Warning: package 'caret' was built under R version 3.5.3

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

## Warning: package 'randomForest' was built under R version 3.5.3

## randomForest 4.6-14

## Type rfNews() to see new features/changes/bug fixes.

##   
## Attaching package: 'randomForest'

## The following object is masked from 'package:dplyr':  
##   
## combine

## The following object is masked from 'package:ggplot2':  
##   
## margin

## Warning: package 'gbm' was built under R version 3.5.3

## Loaded gbm 2.1.5

## Warning: package 'ROCR' was built under R version 3.5.3

## Loading required package: gplots

## Warning: package 'gplots' was built under R version 3.5.3

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

## Question 2 a

Letters <- read\_csv("Letters.csv")

## Parsed with column specification:  
## cols(  
## letter = col\_character(),  
## xbox = col\_double(),  
## ybox = col\_double(),  
## width = col\_double(),  
## height = col\_double(),  
## onpix = col\_double(),  
## xbar = col\_double(),  
## ybar = col\_double(),  
## x2bar = col\_double(),  
## y2bar = col\_double(),  
## xybar = col\_double(),  
## x2ybar = col\_double(),  
## xy2bar = col\_double(),  
## xedge = col\_double(),  
## xedgeycor = col\_double(),  
## yedge = col\_double(),  
## yedgexcor = col\_double()  
## )

Letters$isB = as.factor(Letters$letter == "B")  
  
train.ids = sample(nrow(Letters), .65\*nrow(Letters))  
Letters.train = Letters[train.ids,]  
Letters.test = Letters[-train.ids,]

### Question 2 ai

Letters.train.mod <- Letters.train %>%   
 dplyr::select(-letter)  
  
Letters.test.mod <- Letters.test %>%   
 dplyr::select(-letter)  
  
table(Letters.train.mod$isB)

##   
## FALSE TRUE   
## 1534 491

accuracy\_isb\_baseline = length(Letters.train.mod$isB[Letters.train.mod$isB== FALSE])/nrow(Letters.train.mod)  
accuracy\_isb\_baseline

## [1] 0.7575309

table(Letters.test.mod$isB)

##   
## FALSE TRUE   
## 816 275

accuracy\_isb\_baseline\_t = length(Letters.test.mod$isB[Letters.test.mod$isB== FALSE])/nrow(Letters.test.mod)  
accuracy\_isb\_baseline\_t

## [1] 0.7479377

The accuracy of the baseline model (a model assuming that none of the letters are B) is 0.7575309 on the training set.

The accuracy of the baseline model is 0.7479377 on the test set.

### Question 2 aii

mod1 <- glm(isB ~., data=Letters.train.mod, family="binomial")  
summary(mod1)

##   
## Call:  
## glm(formula = isB ~ ., family = "binomial", data = Letters.train.mod)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -3.0643 -0.1662 -0.0220 -0.0001 3.6049   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -14.00557 2.48066 -5.646 1.64e-08 \*\*\*  
## xbox -0.08359 0.12097 -0.691 0.489603   
## ybox 0.03118 0.08810 0.354 0.723418   
## width -1.15274 0.15584 -7.397 1.40e-13 \*\*\*  
## height -0.66299 0.14135 -4.691 2.72e-06 \*\*\*  
## onpix 0.88239 0.12831 6.877 6.10e-12 \*\*\*  
## xbar 0.49522 0.12624 3.923 8.75e-05 \*\*\*  
## ybar -0.61615 0.11546 -5.336 9.49e-08 \*\*\*  
## x2bar -0.38652 0.09392 -4.116 3.86e-05 \*\*\*  
## y2bar 1.26900 0.12411 10.225 < 2e-16 \*\*\*  
## xybar 0.31424 0.08914 3.525 0.000423 \*\*\*  
## x2ybar 0.53404 0.11936 4.474 7.67e-06 \*\*\*  
## xy2bar -0.40590 0.10557 -3.845 0.000121 \*\*\*  
## xedge -0.19544 0.09006 -2.170 0.029990 \*   
## xedgeycor 0.04724 0.09671 0.488 0.625204   
## yedge 1.64355 0.12412 13.242 < 2e-16 \*\*\*  
## yedgexcor 0.42224 0.07266 5.811 6.20e-09 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 2243.33 on 2024 degrees of freedom  
## Residual deviance: 663.26 on 2008 degrees of freedom  
## AIC: 697.26  
##   
## Number of Fisher Scoring iterations: 8

let.test\_b = predict(mod1, newdata=Letters.test.mod, type="response")  
  
summary(let.test\_b)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.000000 0.000308 0.012858 0.239453 0.422538 0.999364

t1 = table(Letters.test.mod$isB, let.test\_b > 0.5)  
t1

##   
## FALSE TRUE  
## FALSE 798 18  
## TRUE 39 236

table(Letters.test.mod$isB)

##   
## FALSE TRUE   
## 816 275

accuracy\_isb = (t1[1,1]+t1[2,2])/nrow(Letters.test.mod)  
accuracy\_isb

## [1] 0.9477544

The accuracy of the logistic model for predicting B on the test set is 0.9477544.

### Question 2 a iii

AUC of logistic regression model

rocr.log.pred <- prediction(let.test\_b, Letters.test.mod$isB)  
logPerformance <- performance(rocr.log.pred, "tpr", "fpr")  
plot(logPerformance, colorize = TRUE)  
abline(0, 1)
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auc = as.numeric(performance(rocr.log.pred, "auc")@y.values)

The Auc is 0.9807219.

### Question 2 a iv

CART modeling B

modCART <- rpart(isB ~.,  
 data = Letters.train.mod, method="class",   
 minbucket=5, cp = 0.001)  
modCART

## n= 2025   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 2025 491 FALSE (0.75753086 0.24246914)   
## 2) yedge< 5.5 1369 120 FALSE (0.91234478 0.08765522)   
## 4) y2bar< 4.5 919 14 FALSE (0.98476605 0.01523395)   
## 8) width>=1.5 899 10 FALSE (0.98887653 0.01112347) \*  
## 9) width< 1.5 20 4 FALSE (0.80000000 0.20000000)   
## 18) xbar< 6.5 14 0 FALSE (1.00000000 0.00000000) \*  
## 19) xbar>=6.5 6 2 TRUE (0.33333333 0.66666667) \*  
## 5) y2bar>=4.5 450 106 FALSE (0.76444444 0.23555556)   
## 10) ybar>=7.5 236 18 FALSE (0.92372881 0.07627119)   
## 20) yedge< 4.5 158 2 FALSE (0.98734177 0.01265823) \*  
## 21) yedge>=4.5 78 16 FALSE (0.79487179 0.20512821)   
## 42) height>=3.5 66 8 FALSE (0.87878788 0.12121212)   
## 84) xbar< 7.5 37 1 FALSE (0.97297297 0.02702703) \*  
## 85) xbar>=7.5 29 7 FALSE (0.75862069 0.24137931)   
## 170) xybar< 9.5 20 2 FALSE (0.90000000 0.10000000) \*  
## 171) xybar>=9.5 9 4 TRUE (0.44444444 0.55555556) \*  
## 43) height< 3.5 12 4 TRUE (0.33333333 0.66666667) \*  
## 11) ybar< 7.5 214 88 FALSE (0.58878505 0.41121495)   
## 22) xedgeycor< 7.5 111 12 FALSE (0.89189189 0.10810811)   
## 44) yedge< 4.5 78 2 FALSE (0.97435897 0.02564103) \*  
## 45) yedge>=4.5 33 10 FALSE (0.69696970 0.30303030)   
## 90) x2bar>=3.5 20 2 FALSE (0.90000000 0.10000000) \*  
## 91) x2bar< 3.5 13 5 TRUE (0.38461538 0.61538462) \*  
## 23) xedgeycor>=7.5 103 27 TRUE (0.26213592 0.73786408)   
## 46) xedge>=3.5 22 5 FALSE (0.77272727 0.22727273)   
## 92) yedge< 4.5 13 0 FALSE (1.00000000 0.00000000) \*  
## 93) yedge>=4.5 9 4 TRUE (0.44444444 0.55555556) \*  
## 47) xedge< 3.5 81 10 TRUE (0.12345679 0.87654321)   
## 94) xybar>=11.5 5 1 FALSE (0.80000000 0.20000000) \*  
## 95) xybar< 11.5 76 6 TRUE (0.07894737 0.92105263) \*  
## 3) yedge>=5.5 656 285 TRUE (0.43445122 0.56554878)   
## 6) xy2bar>=7.5 250 59 FALSE (0.76400000 0.23600000)   
## 12) yedge< 7.5 195 30 FALSE (0.84615385 0.15384615)   
## 24) xybar< 10.5 183 20 FALSE (0.89071038 0.10928962)   
## 48) xbar< 6.5 74 0 FALSE (1.00000000 0.00000000) \*  
## 49) xbar>=6.5 109 20 FALSE (0.81651376 0.18348624)   
## 98) width>=6.5 51 3 FALSE (0.94117647 0.05882353) \*  
## 99) width< 6.5 58 17 FALSE (0.70689655 0.29310345)   
## 198) xedge< 5.5 23 2 FALSE (0.91304348 0.08695652) \*  
## 199) xedge>=5.5 35 15 FALSE (0.57142857 0.42857143)   
## 398) xedgeycor< 5.5 8 0 FALSE (1.00000000 0.00000000) \*  
## 399) xedgeycor>=5.5 27 12 TRUE (0.44444444 0.55555556)   
## 798) yedgexcor< 7.5 15 4 FALSE (0.73333333 0.26666667)   
## 1596) xbar< 7.5 8 0 FALSE (1.00000000 0.00000000) \*  
## 1597) xbar>=7.5 7 3 TRUE (0.42857143 0.57142857) \*  
## 799) yedgexcor>=7.5 12 1 TRUE (0.08333333 0.91666667) \*  
## 25) xybar>=10.5 12 2 TRUE (0.16666667 0.83333333) \*  
## 13) yedge>=7.5 55 26 TRUE (0.47272727 0.52727273)   
## 26) xy2bar>=8.5 20 1 FALSE (0.95000000 0.05000000) \*  
## 27) xy2bar< 8.5 35 7 TRUE (0.20000000 0.80000000)   
## 54) xedge< 5.5 10 4 FALSE (0.60000000 0.40000000) \*  
## 55) xedge>=5.5 25 1 TRUE (0.04000000 0.96000000) \*  
## 7) xy2bar< 7.5 406 94 TRUE (0.23152709 0.76847291)   
## 14) y2bar< 4.5 103 38 FALSE (0.63106796 0.36893204)   
## 28) xybar>=7.5 47 4 FALSE (0.91489362 0.08510638) \*  
## 29) xybar< 7.5 56 22 TRUE (0.39285714 0.60714286)   
## 58) height>=8.5 8 0 FALSE (1.00000000 0.00000000) \*  
## 59) height< 8.5 48 14 TRUE (0.29166667 0.70833333)   
## 118) x2bar>=6.5 11 3 FALSE (0.72727273 0.27272727) \*  
## 119) x2bar< 6.5 37 6 TRUE (0.16216216 0.83783784)   
## 238) x2bar< 3.5 6 1 FALSE (0.83333333 0.16666667) \*  
## 239) x2bar>=3.5 31 1 TRUE (0.03225806 0.96774194) \*  
## 15) y2bar>=4.5 303 29 TRUE (0.09570957 0.90429043)   
## 30) xybar>=12 8 0 FALSE (1.00000000 0.00000000) \*  
## 31) xybar< 12 295 21 TRUE (0.07118644 0.92881356)   
## 62) xedge>=2.5 109 21 TRUE (0.19266055 0.80733945)   
## 124) yedgexcor>=10.5 17 8 FALSE (0.52941176 0.47058824)   
## 248) ybar>=6.5 9 0 FALSE (1.00000000 0.00000000) \*  
## 249) ybar< 6.5 8 0 TRUE (0.00000000 1.00000000) \*  
## 125) yedgexcor< 10.5 92 12 TRUE (0.13043478 0.86956522)   
## 250) xybar< 6.5 13 6 FALSE (0.53846154 0.46153846) \*  
## 251) xybar>=6.5 79 5 TRUE (0.06329114 0.93670886) \*  
## 63) xedge< 2.5 186 0 TRUE (0.00000000 1.00000000) \*

prp(modCART)
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cpVals = data.frame(cp = seq(0, .04, by=.001))  
  
set.seed(123)  
train.cart <- train(isB ~.,  
 data = Letters.train.mod,  
 method = "rpart",  
 tuneGrid = cpVals,  
 trControl = trainControl(method = "cv", number=5),  
 metric = "Accuracy")  
  
# look at the cross validation results, stored as a data-frame  
# https://machinelearningmastery.com/machine-learning-evaluation-metrics-in-r/  
train.cart$results # please ignore kappa

## cp Accuracy Kappa AccuracySD KappaSD  
## 1 0.000 0.9224714 0.7846613 0.009794868 0.02684034  
## 2 0.001 0.9224714 0.7846613 0.009794868 0.02684034  
## 3 0.002 0.9214837 0.7810012 0.009283880 0.02519108  
## 4 0.003 0.9229628 0.7859741 0.009139753 0.02367268  
## 5 0.004 0.9259245 0.7944927 0.009082250 0.02383468  
## 6 0.005 0.9259245 0.7935887 0.009082250 0.02431339  
## 7 0.006 0.9259245 0.7935832 0.010628754 0.02880816  
## 8 0.007 0.9254307 0.7920566 0.010685880 0.02899665  
## 9 0.008 0.9254307 0.7931948 0.010685880 0.02919228  
## 10 0.009 0.9244431 0.7908300 0.012669611 0.03399768  
## 11 0.010 0.9244431 0.7908300 0.012669611 0.03399768  
## 12 0.011 0.9229628 0.7861616 0.012395340 0.03405161  
## 13 0.012 0.9229628 0.7861616 0.012395340 0.03405161  
## 14 0.013 0.9239529 0.7891667 0.013557548 0.03756087  
## 15 0.014 0.9239529 0.7891667 0.013557548 0.03756087  
## 16 0.015 0.9224751 0.7845892 0.012627890 0.03510238  
## 17 0.016 0.9160529 0.7633194 0.012198947 0.03373642  
## 18 0.017 0.9160529 0.7633194 0.012198947 0.03373642  
## 19 0.018 0.9116096 0.7487537 0.017210108 0.05375565  
## 20 0.019 0.9116096 0.7467535 0.017210108 0.05511852  
## 21 0.020 0.9116096 0.7467535 0.017210108 0.05511852  
## 22 0.021 0.9037023 0.7221837 0.009735249 0.03619148  
## 23 0.022 0.9037023 0.7221837 0.009735249 0.03619148  
## 24 0.023 0.9027158 0.7206315 0.013019443 0.04411649  
## 25 0.024 0.9027158 0.7206315 0.013019443 0.04411649  
## 26 0.025 0.9027158 0.7206315 0.013019443 0.04411649  
## 27 0.026 0.9007430 0.7153045 0.012858486 0.04115080  
## 28 0.027 0.9007430 0.7153045 0.012858486 0.04115080  
## 29 0.028 0.8982738 0.7105473 0.011481414 0.03692879  
## 30 0.029 0.8982738 0.7105473 0.011481414 0.03692879  
## 31 0.030 0.8982738 0.7105473 0.011481414 0.03692879  
## 32 0.031 0.8977800 0.7105213 0.011508052 0.03691278  
## 33 0.032 0.8918394 0.6883426 0.010685004 0.04937375  
## 34 0.033 0.8918394 0.6883426 0.010685004 0.04937375  
## 35 0.034 0.8824567 0.6474960 0.019641461 0.07550464  
## 36 0.035 0.8740726 0.6114280 0.010779747 0.04162607  
## 37 0.036 0.8740726 0.6114280 0.010779747 0.04162607  
## 38 0.037 0.8740726 0.6114280 0.010779747 0.04162607  
## 39 0.038 0.8740726 0.6114280 0.010779747 0.04162607  
## 40 0.039 0.8740726 0.6114280 0.010779747 0.04162607  
## 41 0.040 0.8740726 0.6114280 0.010779747 0.04162607

train.cart

## CART   
##   
## 2025 samples  
## 16 predictor  
## 2 classes: 'FALSE', 'TRUE'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 1621, 1620, 1620, 1619, 1620   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.000 0.9224714 0.7846613  
## 0.001 0.9224714 0.7846613  
## 0.002 0.9214837 0.7810012  
## 0.003 0.9229628 0.7859741  
## 0.004 0.9259245 0.7944927  
## 0.005 0.9259245 0.7935887  
## 0.006 0.9259245 0.7935832  
## 0.007 0.9254307 0.7920566  
## 0.008 0.9254307 0.7931948  
## 0.009 0.9244431 0.7908300  
## 0.010 0.9244431 0.7908300  
## 0.011 0.9229628 0.7861616  
## 0.012 0.9229628 0.7861616  
## 0.013 0.9239529 0.7891667  
## 0.014 0.9239529 0.7891667  
## 0.015 0.9224751 0.7845892  
## 0.016 0.9160529 0.7633194  
## 0.017 0.9160529 0.7633194  
## 0.018 0.9116096 0.7487537  
## 0.019 0.9116096 0.7467535  
## 0.020 0.9116096 0.7467535  
## 0.021 0.9037023 0.7221837  
## 0.022 0.9037023 0.7221837  
## 0.023 0.9027158 0.7206315  
## 0.024 0.9027158 0.7206315  
## 0.025 0.9027158 0.7206315  
## 0.026 0.9007430 0.7153045  
## 0.027 0.9007430 0.7153045  
## 0.028 0.8982738 0.7105473  
## 0.029 0.8982738 0.7105473  
## 0.030 0.8982738 0.7105473  
## 0.031 0.8977800 0.7105213  
## 0.032 0.8918394 0.6883426  
## 0.033 0.8918394 0.6883426  
## 0.034 0.8824567 0.6474960  
## 0.035 0.8740726 0.6114280  
## 0.036 0.8740726 0.6114280  
## 0.037 0.8740726 0.6114280  
## 0.038 0.8740726 0.6114280  
## 0.039 0.8740726 0.6114280  
## 0.040 0.8740726 0.6114280  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.006.

# plot the results  
ggplot(train.cart$results, aes(x=cp, y=Accuracy)) + geom\_point()
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# We can increase the size of the points:  
ggplot(train.cart$results, aes(x=cp, y=Accuracy)) + geom\_point(size=3)
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# We can change the default axis labels  
ggplot(train.cart$results, aes(x=cp, y=Accuracy)) + geom\_point(size=3) +  
 xlab("Complexity Parameter (cp)") + geom\_line()
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# Extract the best model and make predictions  
train.cart$bestTune

## cp  
## 7 0.006

mod123 = train.cart$finalModel  
prp(mod123, digits=3)
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Letters.test.mm = as.data.frame(model.matrix(isB~.+0, data=Letters.test.mod))  
pred\_cart = predict(mod123, newdata=Letters.test.mm, type="class")  
tcart = table(Letters.test.mod$isB, pred\_cart)  
  
accuracy\_isb\_cart = (tcart[1,1]+tcart[2,2])/nrow(Letters.test.mod)  
accuracy\_isb\_cart

## [1] 0.9257562

The accuracy of the CART model is 0.9257562. The cp value chosed to construct the CART model is 0.006. This value is chosen by cross validation; the model is run repeatedly with a set seed and one trial for each cp value from 0 to .04 increaing by .001 intervals, and the cp value which produces the highest training set accuracy is selected.

### Question 2a v

Now construct a Random Forest model to predict whether or not the letter is a B. Just leave the Random Forest parameters at their default values (i.e., leave them out of the function call). What is the accuracy of this Random Forest model on the test set?

set.seed(144)  
mod.let.rf <- randomForest(isB ~ ., data = Letters.train.mod, mtry = 5, nodesize = 5, ntree = 500)  
  
pred.let.rf <- predict(mod.let.rf, newdata = Letters.test.mod)  
  
t\_rf = table(Letters.test.mod$isB, pred.let.rf)  
t\_rf

## pred.let.rf  
## FALSE TRUE  
## FALSE 812 4  
## TRUE 22 253

accuracy\_isb\_rf = (t\_rf[1,1]+t\_rf[2,2])/nrow(Letters.test.mod)  
accuracy\_isb\_rf

## [1] 0.9761687

The accuracy of the random forest model is 0.9761687

### Question 2a vi

accuracy\_isb

## [1] 0.9477544

accuracy\_isb\_cart

## [1] 0.9257562

accuracy\_isb\_rf

## [1] 0.9761687

The accuracy of the random forest model is highest, the accuracy of the CART model is lowest, and the accuracy of the logistic model is in the middle. In this case, accuracy is more important than interpretability. Identifying letters based on text characteristics has limited moral implications and is not susceptible to biases in the input data, meaning that interpretability of the factors and decisions which cause one letter to be identified and not another is not critical. It is extremely important that models such as those which guide decisions on parole are interpretable, as these have significant implications for people’s lives and it is important that all stakeholders be able to identify why a decision is made. In the case of letter idenfitication, accuracy is more important than interpretability.

## Question 2b

### Question 2b i

baseline\_a = table(Letters.train$letter)  
baseline\_a["P"]

## P   
## 524

accuracy\_alla = baseline\_a["P"]/nrow(Letters.train)  
  
#based on this table the most common letter is P  
Letters.train.mod2 <- Letters.train %>%   
 mutate(letter.f = as.factor(letter)) %>%   
 dplyr::select(-letter) %>%   
 dplyr::select(-isB)  
  
Letters.test.mod2 <- Letters.test %>%   
 mutate(letter.f = as.factor(letter)) %>%   
 dplyr::select(-letter) %>%   
 dplyr::select(-isB)

The most common letter in the training set is P. The accuracy of the baseline set is 0.2587654. The baseline model predicts that all letters are P, therefore is correct for all P and incorrect for all other letters. ### Question 2b ii LDA modeling

LDA\_let <- lda(letter.f ~ ., Letters.train.mod2)  
LDA\_test\_let <- predict(LDA\_let, Letters.test.mod2)  
  
LDA\_t <- table(Letters.test.mod2$letter.f, LDA\_test\_let$class)  
LDA\_t

##   
## A B P R  
## A 252 1 1 13  
## B 0 245 1 29  
## P 1 14 260 4  
## R 0 20 0 250

accuracy\_LDA = (LDA\_t[1,1]+LDA\_t[2,2]+LDA\_t[3,3]+LDA\_t[4,4])/nrow(Letters.test.mod2)  
accuracy\_LDA

## [1] 0.9230064

The accuracy of the LDA model on the test set is 0.9230064.

### Question 2b iii

CART modeling

modCART\_let <- rpart(letter.f ~.,  
 data = Letters.train.mod2, method="class",   
 minbucket=5, cp = 0.001)  
modCART\_let

## n= 2025   
##   
## node), split, n, loss, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 2025 1501 P (0.257777778 0.242469136 0.258765432 0.240987654)   
## 2) ybar< 5.5 467 31 A (0.933618844 0.029978587 0.017130621 0.019271949)   
## 4) y2bar< 4.5 433 4 A (0.990762125 0.000000000 0.004618938 0.004618938) \*  
## 5) y2bar>=4.5 34 20 B (0.205882353 0.411764706 0.176470588 0.205882353)   
## 10) x2ybar< 2.5 7 1 A (0.857142857 0.000000000 0.000000000 0.142857143) \*  
## 11) x2ybar>=2.5 27 13 B (0.037037037 0.518518519 0.222222222 0.222222222)   
## 22) xybar>=9.5 9 0 B (0.000000000 1.000000000 0.000000000 0.000000000) \*  
## 23) xybar< 9.5 18 12 P (0.055555556 0.277777778 0.333333333 0.333333333)   
## 46) xbox< 6.5 11 5 P (0.090909091 0.363636364 0.545454545 0.000000000) \*  
## 47) xbox>=6.5 7 1 R (0.000000000 0.142857143 0.000000000 0.857142857) \*  
## 3) ybar>=5.5 1558 1042 P (0.055198973 0.306161746 0.331193838 0.307445443)   
## 6) xedgeycor>=8.5 634 136 P (0.033123028 0.118296530 0.785488959 0.063091483)   
## 12) xybar< 7.5 128 72 B (0.164062500 0.437500000 0.156250000 0.242187500)   
## 24) yedge< 4.5 23 3 A (0.869565217 0.000000000 0.130434783 0.000000000) \*  
## 25) yedge>=4.5 105 49 B (0.009523810 0.533333333 0.161904762 0.295238095)   
## 50) x2bar>=4.5 49 7 B (0.020408163 0.857142857 0.040816327 0.081632653) \*  
## 51) x2bar< 4.5 56 29 R (0.000000000 0.250000000 0.267857143 0.482142857)   
## 102) y2bar< 3.5 23 9 P (0.000000000 0.347826087 0.608695652 0.043478261)   
## 204) yedge>=6.5 9 2 B (0.000000000 0.777777778 0.111111111 0.111111111) \*  
## 205) yedge< 6.5 14 1 P (0.000000000 0.071428571 0.928571429 0.000000000) \*  
## 103) y2bar>=3.5 33 7 R (0.000000000 0.181818182 0.030303030 0.787878788) \*  
## 13) xybar>=7.5 506 28 P (0.000000000 0.037549407 0.944664032 0.017786561)   
## 26) ybar< 7.5 44 24 P (0.000000000 0.386363636 0.454545455 0.159090909)   
## 52) xybar< 10.5 33 16 B (0.000000000 0.515151515 0.272727273 0.212121212)   
## 104) xybar>=8.5 21 5 B (0.000000000 0.761904762 0.095238095 0.142857143) \*  
## 105) xybar< 8.5 12 5 P (0.000000000 0.083333333 0.583333333 0.333333333) \*  
## 53) xybar>=10.5 11 0 P (0.000000000 0.000000000 1.000000000 0.000000000) \*  
## 27) ybar>=7.5 462 4 P (0.000000000 0.004329004 0.991341991 0.004329004) \*  
## 7) xedgeycor< 8.5 924 485 R (0.070346320 0.435064935 0.019480519 0.475108225)   
## 14) xedgeycor>=7.5 424 105 B (0.047169811 0.752358491 0.042452830 0.158018868)   
## 28) xy2bar< 7.5 348 45 B (0.014367816 0.870689655 0.037356322 0.077586207)   
## 56) xedge< 2.5 247 10 B (0.004048583 0.959514170 0.024291498 0.012145749)   
## 112) xybar< 11.5 242 6 B (0.004132231 0.975206612 0.008264463 0.012396694) \*  
## 113) xybar>=11.5 5 1 P (0.000000000 0.200000000 0.800000000 0.000000000) \*  
## 57) xedge>=2.5 101 35 B (0.039603960 0.653465347 0.069306931 0.237623762)   
## 114) yedgexcor< 10.5 83 23 B (0.048192771 0.722891566 0.084337349 0.144578313)   
## 228) yedge>=4.5 73 13 B (0.027397260 0.821917808 0.027397260 0.123287671) \*  
## 229) yedge< 4.5 10 5 P (0.200000000 0.000000000 0.500000000 0.300000000) \*  
## 115) yedgexcor>=10.5 18 6 R (0.000000000 0.333333333 0.000000000 0.666666667)   
## 230) y2bar>=5.5 8 2 B (0.000000000 0.750000000 0.000000000 0.250000000) \*  
## 231) y2bar< 5.5 10 0 R (0.000000000 0.000000000 0.000000000 1.000000000) \*  
## 29) xy2bar>=7.5 76 36 R (0.197368421 0.210526316 0.065789474 0.526315789)   
## 58) yedgexcor< 9.5 42 27 A (0.357142857 0.333333333 0.000000000 0.309523810)   
## 116) yedgexcor>=8.5 9 0 B (0.000000000 1.000000000 0.000000000 0.000000000) \*  
## 117) yedgexcor< 8.5 33 18 A (0.454545455 0.151515152 0.000000000 0.393939394)   
## 234) xedge< 5.5 16 3 A (0.812500000 0.000000000 0.000000000 0.187500000) \*  
## 235) xedge>=5.5 17 7 R (0.117647059 0.294117647 0.000000000 0.588235294)   
## 470) yedge>=7.5 6 1 B (0.166666667 0.833333333 0.000000000 0.000000000) \*  
## 471) yedge< 7.5 11 1 R (0.090909091 0.000000000 0.000000000 0.909090909) \*  
## 59) yedgexcor>=9.5 34 7 R (0.000000000 0.058823529 0.147058824 0.794117647)   
## 118) ybar< 7.5 9 4 P (0.000000000 0.222222222 0.555555556 0.222222222) \*  
## 119) ybar>=7.5 25 0 R (0.000000000 0.000000000 0.000000000 1.000000000) \*  
## 15) xedgeycor< 7.5 500 128 R (0.090000000 0.166000000 0.000000000 0.744000000)   
## 30) y2bar< 1.5 27 0 A (1.000000000 0.000000000 0.000000000 0.000000000) \*  
## 31) y2bar>=1.5 473 101 R (0.038054968 0.175475687 0.000000000 0.786469345)   
## 62) yedge>=6.5 94 46 B (0.095744681 0.510638298 0.000000000 0.393617021)   
## 124) y2bar>=3.5 77 29 B (0.103896104 0.623376623 0.000000000 0.272727273)   
## 248) yedgexcor< 5.5 7 0 A (1.000000000 0.000000000 0.000000000 0.000000000) \*  
## 249) yedgexcor>=5.5 70 22 B (0.014285714 0.685714286 0.000000000 0.300000000)   
## 498) yedgexcor< 10.5 58 13 B (0.017241379 0.775862069 0.000000000 0.206896552)   
## 996) xybar>=8.5 33 2 B (0.000000000 0.939393939 0.000000000 0.060606061) \*  
## 997) xybar< 8.5 25 11 B (0.040000000 0.560000000 0.000000000 0.400000000)   
## 1994) xedgeycor>=6.5 17 3 B (0.058823529 0.823529412 0.000000000 0.117647059) \*  
## 1995) xedgeycor< 6.5 8 0 R (0.000000000 0.000000000 0.000000000 1.000000000) \*  
## 499) yedgexcor>=10.5 12 3 R (0.000000000 0.250000000 0.000000000 0.750000000) \*  
## 125) y2bar< 3.5 17 1 R (0.058823529 0.000000000 0.000000000 0.941176471) \*  
## 63) yedge< 6.5 379 44 R (0.023746702 0.092348285 0.000000000 0.883905013)   
## 126) x2ybar>=6.5 7 1 A (0.857142857 0.142857143 0.000000000 0.000000000) \*  
## 127) x2ybar< 6.5 372 37 R (0.008064516 0.091397849 0.000000000 0.900537634)   
## 254) xybar>=9.5 89 25 R (0.000000000 0.280898876 0.000000000 0.719101124)   
## 508) yedge>=4.5 37 14 B (0.000000000 0.621621622 0.000000000 0.378378378)   
## 1016) x2ybar>=3.5 23 2 B (0.000000000 0.913043478 0.000000000 0.086956522) \*  
## 1017) x2ybar< 3.5 14 2 R (0.000000000 0.142857143 0.000000000 0.857142857) \*  
## 509) yedge< 4.5 52 2 R (0.000000000 0.038461538 0.000000000 0.961538462) \*  
## 255) xybar< 9.5 283 12 R (0.010600707 0.031802120 0.000000000 0.957597173) \*
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cpVals = data.frame(cp = seq(0, .04, by=.0005))  
  
set.seed(123)  
train.cart2 <- train(letter.f ~.,  
 data = Letters.train.mod2,  
 method = "rpart",  
 tuneGrid = cpVals,  
 trControl = trainControl(method = "cv", number=5),  
 metric = "Accuracy")  
  
# look at the cross validation results, stored as a data-frame  
# https://machinelearningmastery.com/machine-learning-evaluation-metrics-in-r/  
train.cart2$results # please ignore kappa

## cp Accuracy Kappa AccuracySD KappaSD  
## 1 0.0000 0.8884404 0.8512271 0.019632357 0.02615577  
## 2 0.0005 0.8899146 0.8531979 0.016528361 0.02200728  
## 3 0.0010 0.8884368 0.8512360 0.018385568 0.02447321  
## 4 0.0015 0.8889258 0.8518999 0.016110906 0.02142909  
## 5 0.0020 0.8805173 0.8407009 0.015537036 0.02068963  
## 6 0.0025 0.8775470 0.8367507 0.013509316 0.01798980  
## 7 0.0030 0.8765617 0.8354352 0.014288432 0.01902529  
## 8 0.0035 0.8750681 0.8334314 0.010888653 0.01451612  
## 9 0.0040 0.8735866 0.8314489 0.012308864 0.01640036  
## 10 0.0045 0.8691446 0.8254903 0.008190488 0.01090836  
## 11 0.0050 0.8642063 0.8189046 0.010036890 0.01337797  
## 12 0.0055 0.8622407 0.8162862 0.010808377 0.01439668  
## 13 0.0060 0.8617457 0.8156278 0.010036109 0.01336621  
## 14 0.0065 0.8617457 0.8156278 0.010036109 0.01336621  
## 15 0.0070 0.8607665 0.8143352 0.012419228 0.01652507  
## 16 0.0075 0.8568061 0.8090558 0.011335626 0.01510679  
## 17 0.0080 0.8568061 0.8090558 0.011335626 0.01510679  
## 18 0.0085 0.8553319 0.8070950 0.013154819 0.01751400  
## 19 0.0090 0.8553319 0.8070950 0.013154819 0.01751400  
## 20 0.0095 0.8538455 0.8051252 0.009727583 0.01294288  
## 21 0.0100 0.8498925 0.7998599 0.010091086 0.01342278  
## 22 0.0105 0.8498925 0.7998599 0.010091086 0.01342278  
## 23 0.0110 0.8444701 0.7926441 0.016067140 0.02135549  
## 24 0.0115 0.8434824 0.7913270 0.015646205 0.02079650  
## 25 0.0120 0.8434824 0.7913270 0.015646205 0.02079650  
## 26 0.0125 0.8400171 0.7867159 0.014098062 0.01874511  
## 27 0.0130 0.8400171 0.7867159 0.014098062 0.01874511  
## 28 0.0135 0.8400171 0.7867159 0.014098062 0.01874511  
## 29 0.0140 0.8375601 0.7834577 0.016958838 0.02252945  
## 30 0.0145 0.8360786 0.7814883 0.016246033 0.02158616  
## 31 0.0150 0.8291552 0.7722552 0.015696583 0.02090802  
## 32 0.0155 0.8291552 0.7722552 0.015696583 0.02090802  
## 33 0.0160 0.8291552 0.7722552 0.015696583 0.02090802  
## 34 0.0165 0.8291552 0.7722552 0.015696583 0.02090802  
## 35 0.0170 0.8237183 0.7650234 0.014565307 0.01939696  
## 36 0.0175 0.8177777 0.7571327 0.011901550 0.01589665  
## 37 0.0180 0.8148293 0.7532223 0.013495677 0.01797155  
## 38 0.0185 0.8148293 0.7532223 0.013495677 0.01797155  
## 39 0.0190 0.8148293 0.7532223 0.013495677 0.01797155  
## 40 0.0195 0.8083936 0.7445583 0.023582331 0.03162573  
## 41 0.0200 0.8083936 0.7445583 0.023582331 0.03162573  
## 42 0.0205 0.8083936 0.7445583 0.023582331 0.03162573  
## 43 0.0210 0.8078998 0.7439014 0.023112262 0.03100166  
## 44 0.0215 0.8078998 0.7439014 0.023112262 0.03100166  
## 45 0.0220 0.8078998 0.7439014 0.023112262 0.03100166  
## 46 0.0225 0.8078998 0.7439014 0.023112262 0.03100166  
## 47 0.0230 0.8039686 0.7386323 0.025598463 0.03427607  
## 48 0.0235 0.8039686 0.7386323 0.025598463 0.03427607  
## 49 0.0240 0.8039686 0.7386323 0.025598463 0.03427607  
## 50 0.0245 0.8005118 0.7339556 0.023150435 0.03097956  
## 51 0.0250 0.8005118 0.7339556 0.023150435 0.03097956  
## 52 0.0255 0.8005118 0.7339556 0.023150435 0.03097956  
## 53 0.0260 0.7980366 0.7305950 0.019330928 0.02580436  
## 54 0.0265 0.7980366 0.7305950 0.019330928 0.02580436  
## 55 0.0270 0.7980366 0.7305950 0.019330928 0.02580436  
## 56 0.0275 0.7980366 0.7305950 0.019330928 0.02580436  
## 57 0.0280 0.7980366 0.7305950 0.019330928 0.02580436  
## 58 0.0285 0.7970489 0.7291915 0.018852696 0.02512314  
## 59 0.0290 0.7970489 0.7291915 0.018852696 0.02512314  
## 60 0.0295 0.7970489 0.7291915 0.018852696 0.02512314  
## 61 0.0300 0.7970489 0.7291915 0.018852696 0.02512314  
## 62 0.0305 0.7970489 0.7291915 0.018852696 0.02512314  
## 63 0.0310 0.7970489 0.7291915 0.018852696 0.02512314  
## 64 0.0315 0.7970489 0.7291915 0.018852696 0.02512314  
## 65 0.0320 0.7970489 0.7291915 0.018852696 0.02512314  
## 66 0.0325 0.7970489 0.7291915 0.018852696 0.02512314  
## 67 0.0330 0.7970489 0.7291915 0.018852696 0.02512314  
## 68 0.0335 0.7970489 0.7291915 0.018852696 0.02512314  
## 69 0.0340 0.7970489 0.7291915 0.018852696 0.02512314  
## 70 0.0345 0.7970489 0.7291915 0.018852696 0.02512314  
## 71 0.0350 0.7970489 0.7291915 0.018852696 0.02512314  
## 72 0.0355 0.7970489 0.7291915 0.018852696 0.02512314  
## 73 0.0360 0.7970489 0.7291915 0.018852696 0.02512314  
## 74 0.0365 0.7970489 0.7291915 0.018852696 0.02512314  
## 75 0.0370 0.7970489 0.7291915 0.018852696 0.02512314  
## 76 0.0375 0.7970489 0.7291915 0.018852696 0.02512314  
## 77 0.0380 0.7970489 0.7291915 0.018852696 0.02512314  
## 78 0.0385 0.7970489 0.7291915 0.018852696 0.02512314  
## 79 0.0390 0.7970489 0.7291915 0.018852696 0.02512314  
## 80 0.0395 0.7970489 0.7291915 0.018852696 0.02512314  
## 81 0.0400 0.7970489 0.7291915 0.018852696 0.02512314

train.cart2

## CART   
##   
## 2025 samples  
## 16 predictor  
## 4 classes: 'A', 'B', 'P', 'R'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 1621, 1621, 1620, 1618, 1620   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.0000 0.8884404 0.8512271  
## 0.0005 0.8899146 0.8531979  
## 0.0010 0.8884368 0.8512360  
## 0.0015 0.8889258 0.8518999  
## 0.0020 0.8805173 0.8407009  
## 0.0025 0.8775470 0.8367507  
## 0.0030 0.8765617 0.8354352  
## 0.0035 0.8750681 0.8334314  
## 0.0040 0.8735866 0.8314489  
## 0.0045 0.8691446 0.8254903  
## 0.0050 0.8642063 0.8189046  
## 0.0055 0.8622407 0.8162862  
## 0.0060 0.8617457 0.8156278  
## 0.0065 0.8617457 0.8156278  
## 0.0070 0.8607665 0.8143352  
## 0.0075 0.8568061 0.8090558  
## 0.0080 0.8568061 0.8090558  
## 0.0085 0.8553319 0.8070950  
## 0.0090 0.8553319 0.8070950  
## 0.0095 0.8538455 0.8051252  
## 0.0100 0.8498925 0.7998599  
## 0.0105 0.8498925 0.7998599  
## 0.0110 0.8444701 0.7926441  
## 0.0115 0.8434824 0.7913270  
## 0.0120 0.8434824 0.7913270  
## 0.0125 0.8400171 0.7867159  
## 0.0130 0.8400171 0.7867159  
## 0.0135 0.8400171 0.7867159  
## 0.0140 0.8375601 0.7834577  
## 0.0145 0.8360786 0.7814883  
## 0.0150 0.8291552 0.7722552  
## 0.0155 0.8291552 0.7722552  
## 0.0160 0.8291552 0.7722552  
## 0.0165 0.8291552 0.7722552  
## 0.0170 0.8237183 0.7650234  
## 0.0175 0.8177777 0.7571327  
## 0.0180 0.8148293 0.7532223  
## 0.0185 0.8148293 0.7532223  
## 0.0190 0.8148293 0.7532223  
## 0.0195 0.8083936 0.7445583  
## 0.0200 0.8083936 0.7445583  
## 0.0205 0.8083936 0.7445583  
## 0.0210 0.8078998 0.7439014  
## 0.0215 0.8078998 0.7439014  
## 0.0220 0.8078998 0.7439014  
## 0.0225 0.8078998 0.7439014  
## 0.0230 0.8039686 0.7386323  
## 0.0235 0.8039686 0.7386323  
## 0.0240 0.8039686 0.7386323  
## 0.0245 0.8005118 0.7339556  
## 0.0250 0.8005118 0.7339556  
## 0.0255 0.8005118 0.7339556  
## 0.0260 0.7980366 0.7305950  
## 0.0265 0.7980366 0.7305950  
## 0.0270 0.7980366 0.7305950  
## 0.0275 0.7980366 0.7305950  
## 0.0280 0.7980366 0.7305950  
## 0.0285 0.7970489 0.7291915  
## 0.0290 0.7970489 0.7291915  
## 0.0295 0.7970489 0.7291915  
## 0.0300 0.7970489 0.7291915  
## 0.0305 0.7970489 0.7291915  
## 0.0310 0.7970489 0.7291915  
## 0.0315 0.7970489 0.7291915  
## 0.0320 0.7970489 0.7291915  
## 0.0325 0.7970489 0.7291915  
## 0.0330 0.7970489 0.7291915  
## 0.0335 0.7970489 0.7291915  
## 0.0340 0.7970489 0.7291915  
## 0.0345 0.7970489 0.7291915  
## 0.0350 0.7970489 0.7291915  
## 0.0355 0.7970489 0.7291915  
## 0.0360 0.7970489 0.7291915  
## 0.0365 0.7970489 0.7291915  
## 0.0370 0.7970489 0.7291915  
## 0.0375 0.7970489 0.7291915  
## 0.0380 0.7970489 0.7291915  
## 0.0385 0.7970489 0.7291915  
## 0.0390 0.7970489 0.7291915  
## 0.0395 0.7970489 0.7291915  
## 0.0400 0.7970489 0.7291915  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 5e-04.

# plot the results  
ggplot(train.cart2$results, aes(x=cp, y=Accuracy)) + geom\_point(size=3) +  
 xlab("Complexity Parameter (cp)") + geom\_line()

![](data:image/png;base64,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)

# Extract the best model and make predictions  
train.cart2$bestTune

## cp  
## 2 5e-04

mod123 = train.cart2$finalModel  
prp(mod123, digits=3)
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train.cart2

## CART   
##   
## 2025 samples  
## 16 predictor  
## 4 classes: 'A', 'B', 'P', 'R'   
##   
## No pre-processing  
## Resampling: Cross-Validated (5 fold)   
## Summary of sample sizes: 1621, 1621, 1620, 1618, 1620   
## Resampling results across tuning parameters:  
##   
## cp Accuracy Kappa   
## 0.0000 0.8884404 0.8512271  
## 0.0005 0.8899146 0.8531979  
## 0.0010 0.8884368 0.8512360  
## 0.0015 0.8889258 0.8518999  
## 0.0020 0.8805173 0.8407009  
## 0.0025 0.8775470 0.8367507  
## 0.0030 0.8765617 0.8354352  
## 0.0035 0.8750681 0.8334314  
## 0.0040 0.8735866 0.8314489  
## 0.0045 0.8691446 0.8254903  
## 0.0050 0.8642063 0.8189046  
## 0.0055 0.8622407 0.8162862  
## 0.0060 0.8617457 0.8156278  
## 0.0065 0.8617457 0.8156278  
## 0.0070 0.8607665 0.8143352  
## 0.0075 0.8568061 0.8090558  
## 0.0080 0.8568061 0.8090558  
## 0.0085 0.8553319 0.8070950  
## 0.0090 0.8553319 0.8070950  
## 0.0095 0.8538455 0.8051252  
## 0.0100 0.8498925 0.7998599  
## 0.0105 0.8498925 0.7998599  
## 0.0110 0.8444701 0.7926441  
## 0.0115 0.8434824 0.7913270  
## 0.0120 0.8434824 0.7913270  
## 0.0125 0.8400171 0.7867159  
## 0.0130 0.8400171 0.7867159  
## 0.0135 0.8400171 0.7867159  
## 0.0140 0.8375601 0.7834577  
## 0.0145 0.8360786 0.7814883  
## 0.0150 0.8291552 0.7722552  
## 0.0155 0.8291552 0.7722552  
## 0.0160 0.8291552 0.7722552  
## 0.0165 0.8291552 0.7722552  
## 0.0170 0.8237183 0.7650234  
## 0.0175 0.8177777 0.7571327  
## 0.0180 0.8148293 0.7532223  
## 0.0185 0.8148293 0.7532223  
## 0.0190 0.8148293 0.7532223  
## 0.0195 0.8083936 0.7445583  
## 0.0200 0.8083936 0.7445583  
## 0.0205 0.8083936 0.7445583  
## 0.0210 0.8078998 0.7439014  
## 0.0215 0.8078998 0.7439014  
## 0.0220 0.8078998 0.7439014  
## 0.0225 0.8078998 0.7439014  
## 0.0230 0.8039686 0.7386323  
## 0.0235 0.8039686 0.7386323  
## 0.0240 0.8039686 0.7386323  
## 0.0245 0.8005118 0.7339556  
## 0.0250 0.8005118 0.7339556  
## 0.0255 0.8005118 0.7339556  
## 0.0260 0.7980366 0.7305950  
## 0.0265 0.7980366 0.7305950  
## 0.0270 0.7980366 0.7305950  
## 0.0275 0.7980366 0.7305950  
## 0.0280 0.7980366 0.7305950  
## 0.0285 0.7970489 0.7291915  
## 0.0290 0.7970489 0.7291915  
## 0.0295 0.7970489 0.7291915  
## 0.0300 0.7970489 0.7291915  
## 0.0305 0.7970489 0.7291915  
## 0.0310 0.7970489 0.7291915  
## 0.0315 0.7970489 0.7291915  
## 0.0320 0.7970489 0.7291915  
## 0.0325 0.7970489 0.7291915  
## 0.0330 0.7970489 0.7291915  
## 0.0335 0.7970489 0.7291915  
## 0.0340 0.7970489 0.7291915  
## 0.0345 0.7970489 0.7291915  
## 0.0350 0.7970489 0.7291915  
## 0.0355 0.7970489 0.7291915  
## 0.0360 0.7970489 0.7291915  
## 0.0365 0.7970489 0.7291915  
## 0.0370 0.7970489 0.7291915  
## 0.0375 0.7970489 0.7291915  
## 0.0380 0.7970489 0.7291915  
## 0.0385 0.7970489 0.7291915  
## 0.0390 0.7970489 0.7291915  
## 0.0395 0.7970489 0.7291915  
## 0.0400 0.7970489 0.7291915  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 5e-04.

# extract the "model matrix" for letter csv before we can make predictions  
# This is because caret does not work with factors, instead it creates dummy variables   
Letters.test.all.mm = as.data.frame(model.matrix(letter.f~.+0, data=Letters.test.mod2))  
pred\_cartisb = predict(mod123, newdata=Letters.test.all.mm, type="class")  
  
  
tcart\_all = table(Letters.test.mod2$letter.f, pred\_cartisb)  
tcart\_all

## pred\_cartisb  
## A B P R  
## A 259 3 1 4  
## B 4 229 17 25  
## P 3 16 260 0  
## R 9 16 8 237

accuracy\_cart\_all = (tcart\_all[1,1]+tcart\_all[2,2]+tcart\_all[3,3]+tcart\_all[4,4])/nrow(Letters.test.mod2)  
accuracy\_cart\_all

## [1] 0.9028414

The cross validation technique utilized in this model sets a seed and then runs the CART model with every possible cp value between 0 and .04 increasing by an increment of .0005. The cp value that produces the highest acuracy is selected as the cp value that will be used in the final CART model. The optimal cp value determined by cross validation for this model is 510^{-4}.

The accuracy of the resulting CART model on the test data is 0.9028414. ### Question 2b iv Vanilla bagging of CART models- random forest using all features (16 features to guess the letter)

set.seed(144)  
mod.let.rf.all <- randomForest(letter.f ~ ., data = Letters.train.mod2, mtry = 16, nodesize = 5, ntree = 500)  
  
pred.let.bag.all <- predict(mod.let.rf.all, newdata = Letters.test.mod2)  
  
t\_bag\_all = table(Letters.test.mod2$letter.f, pred.let.bag.all)  
t\_bag\_all

## pred.let.bag.all  
## A B P R  
## A 263 1 1 2  
## B 3 250 4 18  
## P 2 2 273 2  
## R 4 6 0 260

accuracy\_bagging = (t\_bag\_all[1,1]+t\_bag\_all[2,2]+t\_bag\_all[3,3]+t\_bag\_all[4,4])/nrow(Letters.test.mod2)  
accuracy\_bagging

## [1] 0.9587534

### Question 2b v

mtryVals = data.frame(mtry = seq(1, 16, by=1), rf\_accuracy = seq(1, 16, by = 1))  
  
#Cross validation looking at accuracy  
  
for(i in 1:16){  
 set.seed(144)  
 mod.let.rf.all <- randomForest(letter.f ~ ., data = Letters.train.mod2, mtry = i)  
  
 pred.let.rf.all <- predict(mod.let.rf.all, newdata = Letters.test.mod2)  
  
 t\_rf\_all = table(Letters.test.mod2$letter.f, pred.let.rf.all)  
 t\_rf\_all  
  
 accuracy\_let\_rf = (t\_rf\_all[1,1]+t\_rf\_all[2,2]+t\_rf\_all[3,3]+t\_rf\_all[4,4])/nrow(Letters.test.mod)  
 accuracy\_let\_rf  
   
 mtryVals$rf\_accuracy[i]= accuracy\_let\_rf  
  
}  
  
mtryVals %>% ggplot(aes(x = mtry, y = rf\_accuracy))+  
 geom\_point()

![](data:image/png;base64,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)

ideal\_mtry = mtryVals$mtry[which.is.max(mtryVals$rf\_accuracy)]  
  
mod.let.rf.all.f <- randomForest(letter.f ~ ., data = Letters.train.mod2, mtry = ideal\_mtry)  
  
pred.let.rf.all <- predict(mod.let.rf.all.f, newdata = Letters.test.mod2)  
  
t\_rf\_all = table(Letters.test.mod2$letter.f, pred.let.rf.all)  
t\_rf\_all

## pred.let.rf.all  
## A B P R  
## A 267 0 0 0  
## B 0 262 2 11  
## P 0 3 276 0  
## R 0 5 0 265

accuracy\_let\_rf = (t\_rf\_all[1,1]+t\_rf\_all[2,2]+t\_rf\_all[3,3]+t\_rf\_all[4,4])/nrow(Letters.test.mod)  
accuracy\_let\_rf

## [1] 0.9807516

set.seed(144)  
train.rf = train(letter.f~., data = Letters.train.mod2, method = "rf", tuneGrid = data.frame(mtry=seq(1, 16, 1)), trControl = trainControl(method = "cv", number = 5), metric = "Accuracy")  
  
best.rf = train.rf$finalModel  
best.rf

##   
## Call:  
## randomForest(x = x, y = y, mtry = param$mtry)   
## Type of random forest: classification  
## Number of trees: 500  
## No. of variables tried at each split: 3  
##   
## OOB estimate of error rate: 2.27%  
## Confusion matrix:  
## A B P R class.error  
## A 520 1 0 1 0.003831418  
## B 0 476 2 13 0.030549898  
## P 0 6 514 4 0.019083969  
## R 0 19 0 469 0.038934426

rf.plot <- ggplot(train.rf$results, aes(x=mtry, y=Accuracy)) + geom\_line(lwd=2) +  
 ylab("Accuracy of Predictions")  
rf.plot
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Letters.test.mm = as.data.frame(model.matrix(letter.f ~. +0, data = Letters.test.mod2))  
  
set.seed(144)  
pred.best.rf = predict(best.rf, newdata = Letters.test.mm, type = "class")  
  
t\_rf\_all = table(Letters.test.mod2$letter.f, pred.best.rf)  
t\_rf\_all

## pred.best.rf  
## A B P R  
## A 267 0 0 0  
## B 0 263 3 9  
## P 0 4 273 2  
## R 0 4 0 266

accuracy.rf = (t\_rf\_all[1,1]+t\_rf\_all[2,2]+t\_rf\_all[3,3]+t\_rf\_all[4,4])/nrow(Letters.test.mod)  
accuracy.rf

## [1] 0.979835

For this random forest model, cross validation is employed to determine the ideal mtry value to use. This is achieved by setting a seed and repeatedly running the fandom forest model for every value of mtry from 1 to 16. The mtry value which produces the greatest accuracy is 2. The accuracy of the random forest model with mtry=2 applied to the test set is 0.979835.

### Queation 2b Vi

Boosting

set.seed(144)  
mod.boost <- gbm(letter.f ~ .,  
 data = Letters.train.mod2,  
 distribution = "multinomial",  
 n.trees = 3300,  
 interaction.depth = 10)  
  
set.seed(144)  
pred.boost <- predict(mod.boost, newdata = Letters.test.mod2, n.trees=3300, type = "response")  
  
pred\_fixed = apply(pred.boost, 1, which.max)   
pred = factor(pred\_fixed, levels = c(1,2,3,4), labels = c("A", "B", "P", "R"))  
  
t\_rf\_all = table(Letters.test.mod2$letter.f, pred)  
  
accuracy.boost = (t\_rf\_all[1,1]+t\_rf\_all[2,2]+t\_rf\_all[3,3]+t\_rf\_all[4,4])/nrow(Letters.test.mod)  
accuracy.boost

## [1] 0.9780018

The accuracy of the boosted model is 0.9780018.  
### Question 2b vii

accuracy\_LDA

## [1] 0.9230064

accuracy\_cart\_all

## [1] 0.9028414

accuracy\_bagging

## [1] 0.9587534

accuracy.rf

## [1] 0.979835

accuracy.boost

## [1] 0.9780018

The accuracy order of the models are, from least to most accurate, Cart model, LDA model, vanilla-bagged model, random forest model, boosting model. I would select the boosting model for this problem, because it is the most accurate. As in the case of the isB modeling, accuracy is more important than interpretability.

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.