Building a Smarter AI-Powered Spam Classifier
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**Abstract:**

Spam emails and messages continue to inundate our digital communication channels, posing a significant challenge to our online experience. Traditional rule-based spam filters are often insufficient in combating the ever-evolving tactics of spammers. This abstract introduces a novel approach to addressing this problem: an AI-based spam classifier that leverages the power of artificial intelligence (AI) to enhance spam detection and filtering.
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**Data Loading:**

In this step, we load the dataset for the spam detection project. The dataset is stored in a CSV file located at '/content/spam.csv'. We use the pandas library to read the CSV file.

#Explanation:

We import the pandas library using import pandas as pd.

We use pd.read\_csv() to read the CSV file containing the dataset. The encoding='latin-1' argument is used to handle special characters.

We select only the relevant columns ('v1' for labels, 'v2' for email content) using data[['v1', 'v2']].

Finally, we display the resulting DataFrame to inspect the loaded data.

import pandas as pd

# Load the dataset

data = pd.read\_csv('/kaggle/input/sms-spam-collection-dataset/spam.csv', encoding='latin-1')

data = data[['v1', 'v2']] # Selecting only the relevant columns

eadd Markdown

play\_arrow

data *#printing*

[2]:

|  | **v1** | **v2** |
| --- | --- | --- |
| **0** | ham | Go until jurong point, crazy.. Available only ... |
| **1** | ham | Ok lar... Joking wif u oni... |
| **2** | spam | Free entry in 2 a wkly comp to win FA Cup fina... |
| **3** | ham | U dun say so early hor... U c already then say... |
| **4** | ham | Nah I don't think he goes to usf, he lives aro... |
| **...** | ... | ... |
| **5567** | spam | This is the 2nd time we have tried 2 contact u... |
| **5568** | ham | Will Ì\_ b going to esplanade fr home? |
| **5569** | ham | Pity, \* was in mood for that. So...any other s... |
| **5570** | ham | The guy did some bitching but I acted like i'd... |
| **5571** | ham | Rofl. Its true to its name |

5572 rows × 2 columns

![](data:image/png;base64,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)

**Data Processing:**

In this step, we perform data preprocessing tasks, which include converting labels to binary values and removing duplicates from the dataset.

#Explanation:

We use data['v1'].apply(lambda x: 1 if x == 'spam' else 0) to convert the labels. 'ham' is mapped to 0, and 'spam' is mapped to 1 in the 'v1' column.

We then remove duplicate rows from the dataset using data = data.drop\_duplicates().

The resulting DataFrame is displayed to show the cleaned dataset.

# Convert 'ham' to 0 and 'spam' to 1 directly in the 'v1' column

data['v1'] = data['v1'].apply(lambda x: 1 if x == 'spam' else 0)

**Removing duplicates:**

data = data.drop\_duplicates()

data

[4]:

|  | **v1** | **v2** |
| --- | --- | --- |
| **0** | 0 | Go until jurong point, crazy.. Available only ... |
| **1** | 0 | Ok lar... Joking wif u oni... |
| **2** | 1 | Free entry in 2 a wkly comp to win FA Cup fina... |
| **3** | 0 | U dun say so early hor... U c already then say... |
| **4** | 0 | Nah I don't think he goes to usf, he lives aro... |
| **...** | ... | ... |
| **5567** | 1 | This is the 2nd time we have tried 2 contact u... |
| **5568** | 0 | Will Ì\_ b going to esplanade fr home? |
| **5569** | 0 | Pity, \* was in mood for that. So...any other s... |
| **5570** | 0 | The guy did some bitching but I acted like i'd... |
| **5571** | 0 | Rofl. Its true to its name |

5169 rows × 2 columns

**import** pandas **as** pd

pd.options.mode.chained\_assignment **=** **None** *# Disable the warning*

**Text Cleaning:**

Text cleaning involves removing any unnecessary characters, symbols, or noise from the text data. This might include punctuation, special characters, and numbers.

#Explanation:

We import the regular expression (re) module using import re.

The function clean\_text() takes a string text as input and uses a regular expression to remove all characters except alphabetic characters (letters).

The cleaned text is then returned.

We apply this function to the 'v2' column of the DataFrame using data['v2'].apply(lambda x: clean\_text(x)). This cleans the text in each email.

**import** re

​

**def** clean\_text(text):

cleaned\_text **=** re.sub(r'[^a-zA-Z]', ' ', text)

**return** cleaned\_text

​

data['v2'] **=** data['v2'].apply(**lambda** x: clean\_text(x))

**Lowercasing:**

Converting all text to lowercase ensures that the model doesn't treat "Hello" and "hello" as different words.

#Explanation:

We use the str.lower() method to convert all text in the 'v2' column to lowercase. This helps standardize the text data and ensure that the model is not case-sensitive.

data['v2'] **=** data['v2'].str.lower()

**Tokenization:**

Tokenization involves splitting the text into individual words or tokens. The NLTK library can be used for this.

#Explanation:

In this code cell, we use nltk.download('punkt') to download the necessary resources for tokenization from the Natural Language Toolkit (NLTK). This resource includes pre-trained models for tokenizing text into words or sentences. This step is essential for further text processing.

import nltk

nltk.download('punkt')

[nltk\_data] Error loading punkt: <urlopen error [Errno -3] Temporary

[nltk\_data] failure in name resolution>

[8]:

False

#Explanation:

We import the word\_tokenize function from the NLTK library.

The word\_tokenize function takes a string as input and returns a list of tokens (words).

We apply this function to the 'v2' column of the DataFrame, converting each email's content into a list of tokens. This step is crucial for converting text data into a format suitable for machine learning models.

from nltk.tokenize import word\_tokenize

data['v2'] = data['v2'].apply(word\_tokenize)

**Stemming:**

Stemming reduces words to their base forms. This can help in reducing the dimensionality of the feature space.

#Explanation:

We import the PorterStemmer class from the NLTK library.

We initialize an instance of the PorterStemmer as stemmer.

We define a function stem\_words(words) that takes a list of words and applies stemming to each word using the stemmer.stem() method.

We apply this function to the 'v2' column of the DataFrame, effectively reducing words to their base forms through stemming. This step can help improve the model's performance by reducing the feature space.

**from** nltk.stem **import** PorterStemmer

stemmer **=** PorterStemmer()

​

**def** stem\_words(words):

**return** [stemmer.stem(word) **for** word **in** words]

​

data['v2'] **=** data['v2'].apply(stem\_words)

add Codeadd Markdown

play\_arrow

data

[11]:

|  | **v1** | **v2** |
| --- | --- | --- |
| **0** | 0 | [go, until, jurong, point, crazi, avail, onli,... |
| **1** | 0 | [ok, lar, joke, wif, u, oni] |
| **2** | 1 | [free, entri, in, a, wkli, comp, to, win, fa, ... |
| **3** | 0 | [u, dun, say, so, earli, hor, u, c, alreadi, t... |
| **4** | 0 | [nah, i, don, t, think, he, goe, to, usf, he, ... |
| **...** | ... | ... |
| **5567** | 1 | [thi, is, the, nd, time, we, have, tri, contac... |
| **5568** | 0 | [will, b, go, to, esplanad, fr, home] |
| **5569** | 0 | [piti, wa, in, mood, for, that, so, ani, other... |
| **5570** | 0 | [the, guy, did, some, bitch, but, i, act, like... |
| **5571** | 0 | [rofl, it, true, to, it, name] |

5169 rows × 2 columns

**Feature Extraction**

convert the tokenized words back to text and apply Count Vectorization to transform the text data into numerical format.

#Explanation:

We import the CountVectorizer class from the scikit-learn library.

We convert the tokenized words back to text using data['v2'].apply(lambda x: ' '.join(x)). This step is necessary for the Count Vectorizer to work correctly.

We initialize the Count Vectorizer with a maximum of 5000 features using CountVectorizer(max\_features=5000). You can adjust this parameter based on your specific needs and computational resources.

We apply the Count Vectorizer to the 'v2' column of the DataFrame, transforming the text data into a numerical format suitable for machine learning models.

If needed, we convert the result to a dense array using features = features.toarray(). This step may be necessary depending on the specific requirements of the downstream modeling process.

from sklearn.feature\_extraction.text import CountVectorizer

# Convert tokenized words back to text

data['v2'] = data['v2'].apply(lambda x: ' '.join(x))

# Initialize the Count Vectorizer

count\_vectorizer = CountVectorizer(max\_features=5000) # You can adjust max\_features as needed

# Apply the vectorizer to the 'v2' column

features = count\_vectorizer.fit\_transform(data['v2'])

# Convert the result to a dense array (if needed)

features = features.toarray()

**Train-Test Split:**

Split your data into training and testing sets. This allows you to evaluate the performance of your model on data it hasn't seen before.

#Explanation:

We import the train\_test\_split function from scikit-learn, which allows us to split the dataset into training and testing sets.

We use train\_test\_split to split the features (features) and labels (data['v1']) into training and testing sets. The parameter test\_size=0.2 indicates that 20% of the data will be used for testing, while 80% will be used for training.

The random\_state=42 ensures that the split is reproducible. The same random state will produce the same split each time the code is run.

from sklearn.model\_selection import train\_test\_split

X\_train, X\_test, y\_train, y\_test = train\_test\_split(features, data['v1'], test\_size=0.2, random\_state=42)

**Model Training:**

Train your chosen model on the training data.

#Explanation:

We use the fit method of the classifier (clf) to train it on the training data. The training data consists of the features (X\_train) and their corresponding labels (y\_train). This step allows the classifier to learn patterns in the data and make predictions on new, unseen examples.

clf.fit(X\_train, y\_train)

​

[15]:

MultinomialNB

MultinomialNB()