COPERTINA QUI

Sommario

**Nessuna voce di sommario trovata.**

# Introduction

## Goals

The aim of this paper is to explain the choices and the strategies we adopted on the project and development of AirBnb Price Estimator, whose aim is to help owners to decide the most correct price for their B ‘n‘ B.

In order to accomplish it, we started from web-scraped data, we performed all the preprocessing needed for having a suitable dataset and then we built several classifiers, using different strategies, in order to determine the one that predicts best the class attribute. All these classifiers have been tested using more than one method and the analysis of the results guided us in the choice of the best classifier.

Since the class attribute is numeric, we had two possible choices:

* Discretize the attribute, choosing the most appropriate algorithm
* Keep it numeric, using regression algorithms for the classification purposes

The first approach is surely easier, but it would not be as helpful as the second one for our application purposes: suggesting a precise value to a owner will give him/her a more accurate advice rather than a range.

The regression model that generalizes best the class feature has then been chosen as the “heart” of AirBnB Price Estimator: the application asks users to input the required fields that correspond to the attributes needed by the classificatory. On these fields bases, it simply outputs to the user the suggested price for night.

## Initial Dataset

The starting dataset is composed by web-scraped data collected in a csv file. The scraping has been performed the 11th December 2020. The web source is the airbnb.us domain and concerns all the registered B ‘n’ Bs on the Metropolitan Area of New York City (NY). The scraped data has been made available by third parties.

The initial dataset is composed by 36923 instances and 74 columns. In order not to confuse the reader with useless information, the attribute list is not here reported, however on the following chapter regarding preprocessing we justify in detail the actions performed on the data. For now, the most important things to know is that:

* The dataset is composed by various mixed features regarding the estate, the host and he geographical position
* The source file has been published without respecting exactly the csv format, thus some frameworks and csv handlers are not able to parse it
* The initial data is very dirty: there are missing values, redundant attributes, lists of strings embedded in a single column, pointless features and so on. For all of these problems, a suitable solution has been provided and it is fully reported on the next chapter.

# Preprocessing

* 1. What can be preprocessed now? *(Nel senso che essendo unsupervised lo possiamo fare prima di splittare in train/test)*
  2. Data cleaning and reduction
     1. Removing noisy and irrelevant attributes *(+screenshot excel/pages)*
  3. Dealing with missing fields *(Strategie motivate e semmai codice)*
  4. Data integration and transformation
     1. Attribute formats transformation *(+screenshot)*
     2. Dealing with lists *(+codice)*

1. Classification
   1. Strategies *(come dividiamo train e test, quali classificatori scegliamo, quali algoritmi di attribute selection*)
      1. Train and test splitting
      2. Chosen classifiers
   2. Building classification models *(+codice)*
      1. Procedure
      2. Implementation
   3. Performance evaluation and effects of attribute selection *(+codice, screen, procedure di valutazione ed un sacco di roba)*
   4. Conclusions
2. AirBnB Price Estimator
   1. Functional Requirements
   2. *(Forse altri capitoli se avremo cose interessanti da mostrare)*