# 高维数据的聚类分析技术

聚类技术随着数据挖掘这些年的发展已经成为一个热点研究的领域。聚类分析的目的是将数据划分成有意义或有用的类。当目标是划分成有意义的类，则类能发现数据的自然结构。随着计算机科学的发展，聚类分析在心理学、社会科学、生物学、统计学、模式识别、信息检索、机器学习等广泛领域扮演着越来越重要的角色。目前聚类算法主要分为层次化聚类方法、分为式聚类方法、基于密度的聚类方法、基于网格的聚类方法、基于核的聚类算法、基于谱的聚类方法、基于模型的聚类方法、基于遗传算法的聚类方法、基于SVM的聚类方法、基于神经网络的聚类方法等。

聚类问题已出现于很多不同应用中，如数据挖掘和知识发现[[[1]](#endnote-1)]、数据压缩和向量量化[[[2]](#endnote-2)]、模式识别和模式分类[[[3]](#endnote-3)]。发现合适的类要根据不同的应用来进行，并且根据不同的标准，可以有多种不同的方法来发现类，其中包括了基于分裂和合并的方法。G. H. Ball提出的ISO Data高维数据类型的聚类分析方法[[[4]](#endnote-4)]。R. T. Ng提出的基于选择的方法CLARA[[[5]](#endnote-5)]。Gabrys B提出的模糊神经网络聚类方法[[[6]](#endnote-6)]。
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大部分聚类算法都是针对低维度的数据而设计，也能在低维数据上取得较好的聚类效果，然而很多算法在高维数据上的性能并不好。这种现象称为“维数灾难”(Curse of Dimensionality)，它泛指在分析数据时遇到的由于特征（变量或属性）过多而引起的一系列问题。点云模型本身只存在三维空间里一系列的点坐标，维数并不高，但是在虚拟装配过程中只有模型的模型的点坐标并不足够完成装配，还需要有点云模型的自由度信息、位姿信息、干涉距离信息等辅助完成。10维以上的数据就可以认为是高维数据，如果点云模型包含上述全部信息则已经属于高维数据聚类分析的范畴，而且许多聚类算法在处理高维数据时就会遇到困难[[[8]](#endnote-8)]。

目前，一般适用两种方法解决高维数据上的聚类问题：一是特征转换；二是特征选择或者子空间聚类。特征转换一般通过主成分分析或奇异值分解等策略，把原始高维数据线性合并至一个低维的空间，然后使用传统的聚类算法（如K-Means）在该低维空间上进行聚类，从而达到降低维数的目的。特征选择则是选取有效的特征，然后将其组成相关的子空间，并在该子空间上执行聚类任务。特征选择一般适用贪心策略搜索不同的特征子空间，使用一些准则来评价各个子空间并选取最优子空间，从而找到相应的类[[[9]](#endnote-9)]。
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