### Determining train, validation and test set size

In machine learning, classification is based on the statistical analysis of features occurring in the training set, and on the probability inference that samples belong to a class depending on their features. The model will predict incorrectly if the distribution of the features varies substantially between train set and test set. Choosing the correct ratio for training, validation and test set is therefore fundamental to make the latter sets statistically representative of the whole set [1].

According to the central limit theorem, for samples with independent features – as it is the case for this study - the larger the sample size is, the more similar its mean and standard deviation will be to the whole population’s mean and standard deviation [2]. It can be therefore inferred that, in supervised learning, the training set should be large enough for the model to learn effectively from its features, while the validation and test sets should be large enough to be statistically representative of the whole set. Also, according to the law of large numbers, the frequency of occurrence of a feature will tend to be equal to its probability as the number of trials increases [3]. It can be therefore inferred that smaller samples will tend to present uneven distribution of their features, compared to larger ones.

After an analysis of these factors it was decided that, for a small sample such as the one proposed in this study, a higher ratio of validation set and test set to train set, in the range traditionally proposed for supervised learning [4], was necessary for the model to predict accurately. A ratio of 64% training set to 16% validation set and 20% test set was therefore chosen.
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