Addressing DNase-seq cleavage bias and residence time on computational footprinting
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**Abstract:** Experimental artifacts as DNase cleavage bias and transcription factor residence time impact on computational analyses of DNase-seq experiments. We investigated these artifacts in a comprehensive panel of DNase-seq data sets employing 14 footprinting methods. We demonstrate that correcting the DNase-seq signal based on cleavage bias estimation significantly improves accuracy of computational footprinting. We also propose a score to detect footprints arising from transcription factors with short residence time, as footprints of such factors have low predictive performance.

Next-generation sequencing (NGS) combined with genome-wide mapping techniques, such as DNase-seq, contributed greatly to our understanding of gene regulation and chromatin dynamics1. DNase-seq allows a nucleotide-level identification of transcription factor binding sites (TFBSs) based on the computational search of footprint-like DNase I cleavage patterns on the DNA2,3. Computational footprinting methods can be categorized in (1) segmentation-based methods4-8 (the genome is scanned for footprint predictions based solely on DNase-seq data) and (2) site-centric methods9-12 (DNase-seq data around motif-predicted binding sites [MPBSs] are obtained and used to classify these sequence-based predictions as being either bound or unbound).

NGS-based data are significantly affected by biases, which are inherent to the experimental protocols used13,14. One major artifact of DNase-seq experiments is the cleavage bias, which is due to DNase I having different binding affinities towards specific DNA sequences. Recently, He et al.13 showed that intrinsic DNase I cleavage bias around TFBSs strongly affects the performance of a computational footprinting method (footprint score; FS) on a factor-specific manner. They also indicate several transcription factors (TFs), such as nuclear receptors, where the DNase-seq profile resembles their cleavage bias estimate. Furthermore, they indicate that counting the number of DNase-seq reads around putative TFBSs (tag count; TC) outperforms the evaluated computational footprinting method. Another experimental aspect affecting the computational analysis of DNase-seq is the residence time of TF binding. Sung et al.7 showed that short-lived TFs display a lower DNase I cleavage protection pattern (low number of DNase-seq reads surrounding the footprint). Moreover, they also noticed that short-lived TFs as nuclear receptors have DNase-seq profiles resembling cleavage bias estimates.

While both He et al.13 and Sung et al.7 show the challenges imposed by cleavage bias and residence time in the computational analysis of DNase-seq data, there is so far no comprehensive study showing their impact on state-of-the-art footprinting methods. Moreover, despite the indication that cleavage bias is protocol-specific12, this has not been extensively evaluated. Finally, with the exception of a few methods accounting for cleavage bias7,12, there has been no attempts to address these issues computationally.

To evaluate the influence of cleavage bias and residence time on state-of-the-art footprinting methods, we reproduced and extended the analysis by He et al.13. We included ten additional footprinting methods: Neph4, Boyle5, Wellington6, DNase2TF7, HINT8, Centipede9, Cuellar10, PIQ11, FLR12 and PWM bit-score. We also applied HINT on bias-corrected DNase-seq signals. Such correction was performed based on the estimation of cleavage bias within DNase I hypersensitivity sites (HINT bias-corrected; HINT-BC) or deproteinized DNase-seq experiments (HINT bias-corrected on naked DNase; HINT-BCN). The bias correction followed an adaptation of the TF-centric 6-mer scheme presented in He et al.13. We evaluated these methods on a benchmarking data set based on 88 TFs on H1-hESC and K562 cells8 (Supplementary Methods).

Our analysis shows that only six out of 13 evaluated methods (Wellington, Neph, Boyle, DNase2TF, Centipede and FS) present a significant negative Pearson correlation (R = -0.35, R = -0.32, R = -0.28, R = -0.28, R = -0.24 and R = -0.22, respectively) between their accuracy performance and amount of DNase-seq cleavage bias (Fig. 1a; adjusted p-value < 0.05). Equivalent results are also observed on the same TFs and cellular conditions analyzed in He et al.3 (Supplementary Fig. 1). As expected, methods explicitly using 6-mer cleavage bias statistics (HINT-BC, HINT-BCN and FLR) or performing smoothing (PIQ, Cuellar) are not significantly influenced by cleavage bias. Moreover, the performance of HINT-BC was the least affected by cleavage bias (R = -0.06). As an example, we show bias estimates, corrected and uncorrected DNase-seq average profiles around TFBSs with highest area under the ROC curve (AUC) gain between HINT-BC and HINT (Fig. 1b and c; Supplementary Fig. 2). The NRF1 and EGR1 DNase-seq profiles indicate that the bias-corrected signal fits better their sequence affinity than the uncorrected signal.

To further explore the nature of the cleavage bias, we performed a clustering analysis on cleavage bias estimates of 15 DNase-seq datasets (Supplementary Table 1), which include 3 deproteinized DNA experiments (Supplementary Fig. 3). It is possible to discriminate the cleavage bias estimated on DNase I hypersensitivity sites (DHS) by protocol (single-hit2 *vs.* double-hit3). Naked DNase-seq experiments are grouped together and have a moderate correlation with DHS-estimated cleavage bias from corresponding protocols. We also observe that k-mers with high cleavage bias have a high CG content (Supplementary Fig. 4). This explains the improvement in performance of TFs from Fig. 1 and Supplementary Fig. 2, which are all associated with factors with CG-rich motifs.

Concerning prediction accuracy, all segmentation-based footprinting methods (HINT-BC, HINT-BCN, HINT, Boyle, DNase2TF and Wellington) and one site-centric method (PIQ) have a higher AUC than TC (Supplementary Fig.5; Supplementary Tables 2 and 3; adjusted p-value < 0.05; Friedman-Nemenyi test). We also observed that HINT-BC has the highest AUC values and significantly outperforms all methods with the exception of HINT-BCN (adjusted p-value < 0.05). Altogether, our results demonstrate that several footprinting methods outperform simple TC approach and that signal correction based on DHS-estimated cleavage bias is the best approach to mitigate the impact of intrinsic DNase-seq cleavage bias.

Concerning TFs with short residence time, as nuclear receptors, we observe that they have poor DNase-seq footprint profiles and this can only be partially addressed by bias correction (Supplementary Fig. 6). Indeed, evaluated footprinting methods have low AUC values for these factors (bottom quartile AUC values for HINT-BC and TC; Supplementary Dataset 1). To investigate the effects of TF residence time on footprint predictions, we propose a statistics inspired on the concepts presented in Sung et al.7. The protection score measures the difference between the amounts of DNase I digestion in the flanking regions of TFBSs and within the binding site on cleavage bias corrected DNase-seq signals (Supplementary Methods). Therefore, we can analyze the performance of methods on TFs with distinct residence times. For this, we used an expanded data set with 233 combinations of DNase-seq experiments and TFs (Supplementary Methods).

We observed that TFs with known short residence time on DNA, such as nuclear receptors AR, ER and GR, present a negative protection score (Fig. 2a). TFs with intermediate and long residence time on DNA (C-jun and CTCF, respectively)7 present a positive protection score. The amount of protection is clearly reflected in the bias-corrected DNase-seq profiles (Fig. 2b, 2c and 2d). In addition, Fig. 2a also reveals an association of the protection score and the AUC of HINT-BC. Overall, the protection score positively correlates (Spearman correlation) with the AUC values of evaluated methods, such as TC (R = 0.19) and HINT-BC (R = 0.26), and negatively correlates (R = -0.49) with the DNase-seq cleavage bias (adjusted p-value < 0.05). These results reinforce the concept that short residence time indeed imposes a challenge to footprinting methods. Clearly, patterns of uncorrected DNase-seq signals around such factors are likely to be artifacts of cleavage bias.

The refined DNase-seq protocol and DNase I cleavage bias presented in He et al.13 and TF binding time presented in Sung et al.7 underscore that robust *in silico* techniques are required to correct for experimental artifacts and to derive valid biological predictions. We demonstrate that seven footprinting methods are more accurate than a simple read counting approach. Furthermore, the correction of DNase-seq signal on an experiment-specific manner virtually removes the effects of the cleavage bias on computational footprinting. While it is a challenge to predict footprints of TFs with short residence time, we show that the protection score can identify predictions of such TFs in order to improve the confidence assessment of footprint predictions.

**Methods and Supplementary Information:** Supplementary information regarding methods, computational experiments and further results are found in attachment. Software, benchmarking data and bias estimates are available in www.costalab.org/hint-bc.
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**Figure 1** Performance of footprinting methods and examples of DNase-seq profiles. (**a**) Association between the performance of 13 footprinting methods (relative to TC performance) and their cleavage bias estimated for 88 transcription factors of the cell types H1-hESC and K562. The x-axis represents the correlation between the uncorrected and bias signal; higher values indicate higher bias. The y-axis represents the ratio between the AUC at 10% false positive rate for each method and the tag count (TC) method; higher values indicate higher accuracy. (**b**-**c**) Average bias signal (top) and uncorrected/corrected DNase-seq signal (bottom) for the transcription factors NRF1 (**b**) and EGR1 (**c**). Signals in the bottom graph were standardized to be in [0,1]. The motif logo represents underlying DNA sequences centered on the TFBSs.

**Figure 2** Impact of transcription factor residence binding time on computational footprinting. (**a**) Scatter plot with the protection score (x-axis) vs. AUC of HINT-BC (y-axis) for 233 TFs binding on 11 cell types. We indicate in red experiments with nuclear receptors AR, ER and GR (short residence time); in blue experiments with C-jun (intermediate residence time); in green experiments with CTCF (long residence time) and in gray experiments with either high protection score (> 6) or low AUC values (< 0.8). (**b-d**) Average bias signal (top) and uncorrected/corrected DNase-seq signal (bottom) for the transcription factors ER (**b**), C-jun (**c**) and CTCF (**d**). Signals in the bottom graph were standardized to be in [0,1]. The motif logo represents underlying DNA sequences centered on the TFBSs.