1. Use artificial neural network to represent the following Boolean function: ![](data:image/x-wmf;base64,183GmgAAAAAAAAAFoAEBCQAAAACwWgEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAEABRIAAAAmBg8AGgD/////AAAQAAAAwP///8b////ABAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGPEYANiU8XSAAfV0RTVmXQQAAAAtAQAACAAAADIKYAG+AwEAAABCeQgAAAAyCmABWAABAAAAQXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdFUICi8AjjAAGPEYANiU8XSAAfV0RTVmXQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaoCAQAAANh5CAAAADIKYAF+AQEAAADZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAF1FNWZdAAAKADgAigEAAAAAAAAAADDzGAAEAAAALQEAAAQAAADwAQEAAwAAAAAA).

Solution：![](data:image/x-wmf;base64,183GmgAAAAAAAOAEoAECCQAAAABTWwEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgBBIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gBAAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A6PASAA6bNXfAYDh3lhpmdQQAAAAtAQAACAAAADIKYAGwAwEAAABCeQgAAAAyCmABWAABAAAAQXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd+sBCnhAxyUA6PASAA6bNXfAYDh3lhpmdQQAAAAtAQEABAAAAPABAAAIAAAAMgpgAZ0CAQAAANh5CAAAADIKYAF3AQEAAADZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHWWGmZ1AAAKAEcAigEAAAAAAAAAAATzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA) Mapping relationships：(0, 0)🡪0, (0, 1)🡪0, (1, 0)🡪1, (1, 1)🡪0, Two-layer perceptrons (with threshold activation function) can implement the function:
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1. How to recognize the handwritten digits by using BP network?

Solution: refer to the corresponding example in the course PPT describing neural network.

3. How to solve the color clustering problem shown in the lecture “artificial neural network” by using SOFM network?

Solution：

1. set the input level for the color vectors and two-dimensional output layer neuronsarranged in size according to the color quantization settings.

2. random sets the input layer to output layer weights.

3. random sampling to obtain current color data from the input sample collection.

4. connection weights according to the input vector and the Euclidean distancemeasure each neuron input color similarity of winning determines the input neurons.

5. the winning neuron and the neighboring neuron weights according to adjust tomake it closer to the input vector.

6. updating the neighborhood size.

7. repeat 2-6 until no significant weight changes of neurons.

8. the neighboring neurons represent each other in SOFM clustering together colors
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