k-NN, decision trees, and naive Bayes for KDD Cup 2009

# 1. KDD Cup 2009 데이터

개요

* CRM(customer relationship management) 데이터
* <https://github.com/WinVector/zmPDSwR/tree/master/KDD2009> 등 에서 데이터 다운
* 50,000개의 신용카드 계정에 대한 250개의 변수 제공

분석목표

* 카드 해지(churn, 고객이탈)를 예측
* 새로운 제품이나 서비스를 이용하고자 하는 내재적 욕망(appetency)을 예측
* 마케팅에 호의적인 반응(upselling)을 예측

예제에서는 고객이탈을 예측하고자 하며 AUC를 이용하여 모형을 평가하고자 함. 참고로 우승팀의 AUC값은 0.76이었음

# 데이터 설명변수값 읽기  
setwd("D:/Dropbox/PDSwR/KDD2009/")  
d <- read.table('orange\_small\_train.data.gz', header=T,  
 sep='\t', na.strings=c('NA',''))   
# 반응변수 churn 읽어 데이터에 변수 삽입  
churn <- read.table('orange\_small\_train\_churn.labels.txt',  
 header=F, sep='\t')   
d$churn <- churn$V1   
# 반응변수 appetency 읽어 데이터에 변수 삽입  
appetency <- read.table('orange\_small\_train\_appetency.labels.txt',  
 header=F, sep='\t')  
d$appetency <- appetency$V1   
# 반응변수 upselling 읽어 데이터에 변수 삽입  
upselling <- read.table('orange\_small\_train\_upselling.labels.txt',  
 header=F, sep='\t')  
d$upselling <- upselling$V1   
  
# 데이터를 훈련과 시험 데이터로 분할  
set.seed(729375)   
d$rgroup <- runif(dim(d)[[1]])  
dTrainAll <- subset(d, rgroup<=0.9)  
dTest <- subset(d, rgroup>0.9)   
  
  
outcomes=c('churn','appetency','upselling')  
vars <- setdiff(colnames(dTrainAll), c(outcomes,'rgroup'))  
# 범주형 변수  
catVars <- vars[sapply(dTrainAll[,vars],class) %in%  
 c('factor','character')]   
# 숫자형 변수  
numericVars <- vars[sapply(dTrainAll[,vars],class) %in%  
 c('numeric','integer')]   
  
# 불필요한 객체 제거  
rm(list=c('d','churn','appetency','upselling'))   
# churn을 모형화 할것임  
outcome <- 'churn'   
pos <- '1'   
# 훈련데이터를 훈련과 검증으로 분할  
useForCal <- rbinom(n=dim(dTrainAll)[[1]], size=1, prob=0.1)>0   
dCal <- subset(dTrainAll,useForCal)  
dTrain <- subset(dTrainAll,!useForCal)

# 2. 일변수 모형

Var218의 수준별 churn

table218 <- table(  
 Var218=dTrain[,'Var218'],  
 churn=dTrain[,outcome],   
 useNA='ifany') # NA 포함  
print(table218)

## churn  
## Var218 -1 1  
## cJvF 19245 1220  
## UYBR 17860 1618  
## <NA> 423 152

# churn 비율  
print(table218[,2]/(table218[,1]+table218[,2]))

## cJvF UYBR <NA>   
## 0.05961398 0.08306808 0.26434783

NA에서 churn이 많고 원인을 알 수 없으므로 일단 NA를 레벨로 추가

범주형 변수에 대한 일변수 모형

# 함수: 훈련데이터의 결과 outCol, 훈련할 범주형변수 varCol, 예측할 변수 appCol  
# 주어진 경우 outCol과 varCol을 이용하여 일변수 모형을 만들고 appCol을 이용하여 예측  
mkPredC <- function(outCol,varCol,appCol) {   
 pPos <- sum(outCol==pos)/length(outCol)   
 naTab <- table(as.factor(outCol[is.na(varCol)]))  
 # NA에 대하여 positive인 비율  
 pPosWna <- (naTab/sum(naTab))[pos]   
 vTab <- table(as.factor(outCol),varCol)  
 # 레벨에 따라 positive인 비율  
 pPosWv <- (vTab[pos,]+1.0e-3\*pPos)/(colSums(vTab)+1.0e-3)   
 pred <- pPosWv[appCol]   
 pred[is.na(appCol)] <- pPosWna   
 pred[is.na(pred)] <- pPos   
 pred   
}  
  
  
for(v in catVars) {  
 pi <- paste('pred',v,sep='')  
 dTrain[,pi] <- mkPredC(dTrain[,outcome],dTrain[,v],dTrain[,v])  
 dCal[,pi] <- mkPredC(dTrain[,outcome],dTrain[,v],dCal[,v])  
 dTest[,pi] <- mkPredC(dTrain[,outcome],dTrain[,v],dTest[,v])  
}

AUC에 의한 범주형 변수의 스코어링

library('ROCR')

## Loading required package: gplots

##   
## Attaching package: 'gplots'

## The following object is masked from 'package:stats':  
##   
## lowess

# AUC 계산 함수  
calcAUC <- function(predcol, outcol) {  
 perf <- performance(prediction(predcol, outcol==pos),'auc')  
 as.numeric(perf@y.values)  
 }  
  
for(v in catVars) {  
 pi <- paste('pred',v,sep='')  
 aucTrain <- calcAUC(dTrain[,pi], dTrain[,outcome])  
 aucCal <- calcAUC(dCal[,pi], dCal[,outcome])  
 print(sprintf("%s, trainAUC: %4.3f calibrationAUC: %4.3f",  
 pi, aucTrain, aucCal))  
 }

## [1] "predVar191, trainAUC: 0.505 calibrationAUC: 0.502"  
## [1] "predVar192, trainAUC: 0.619 calibrationAUC: 0.541"  
## [1] "predVar193, trainAUC: 0.557 calibrationAUC: 0.551"  
## [1] "predVar194, trainAUC: 0.513 calibrationAUC: 0.537"  
## [1] "predVar195, trainAUC: 0.511 calibrationAUC: 0.507"  
## [1] "predVar196, trainAUC: 0.502 calibrationAUC: 0.499"  
## [1] "predVar197, trainAUC: 0.576 calibrationAUC: 0.524"  
## [1] "predVar198, trainAUC: 0.749 calibrationAUC: 0.559"  
## [1] "predVar199, trainAUC: 0.770 calibrationAUC: 0.575"  
## [1] "predVar200, trainAUC: 0.830 calibrationAUC: 0.565"  
## [1] "predVar201, trainAUC: 0.513 calibrationAUC: 0.537"  
## [1] "predVar202, trainAUC: 0.827 calibrationAUC: 0.525"  
## [1] "predVar203, trainAUC: 0.507 calibrationAUC: 0.507"  
## [1] "predVar204, trainAUC: 0.572 calibrationAUC: 0.544"  
## [1] "predVar205, trainAUC: 0.541 calibrationAUC: 0.554"  
## [1] "predVar206, trainAUC: 0.587 calibrationAUC: 0.593"  
## [1] "predVar207, trainAUC: 0.550 calibrationAUC: 0.534"  
## [1] "predVar208, trainAUC: 0.504 calibrationAUC: 0.509"  
## [1] "predVar210, trainAUC: 0.519 calibrationAUC: 0.520"  
## [1] "predVar211, trainAUC: 0.526 calibrationAUC: 0.502"  
## [1] "predVar212, trainAUC: 0.581 calibrationAUC: 0.578"  
## [1] "predVar213, trainAUC: 0.506 calibrationAUC: 0.504"  
## [1] "predVar214, trainAUC: 0.830 calibrationAUC: 0.565"  
## [1] "predVar215, trainAUC: 0.501 calibrationAUC: 0.501"  
## [1] "predVar216, trainAUC: 0.680 calibrationAUC: 0.609"  
## [1] "predVar217, trainAUC: 0.897 calibrationAUC: 0.553"  
## [1] "predVar218, trainAUC: 0.561 calibrationAUC: 0.535"  
## [1] "predVar219, trainAUC: 0.512 calibrationAUC: 0.524"  
## [1] "predVar220, trainAUC: 0.749 calibrationAUC: 0.559"  
## [1] "predVar221, trainAUC: 0.538 calibrationAUC: 0.540"  
## [1] "predVar222, trainAUC: 0.749 calibrationAUC: 0.559"  
## [1] "predVar223, trainAUC: 0.505 calibrationAUC: 0.502"  
## [1] "predVar224, trainAUC: 0.502 calibrationAUC: 0.504"  
## [1] "predVar225, trainAUC: 0.554 calibrationAUC: 0.576"  
## [1] "predVar226, trainAUC: 0.553 calibrationAUC: 0.539"  
## [1] "predVar227, trainAUC: 0.548 calibrationAUC: 0.536"  
## [1] "predVar228, trainAUC: 0.567 calibrationAUC: 0.550"  
## [1] "predVar229, trainAUC: 0.556 calibrationAUC: 0.567"

변수 206와 같이 훈련과 검증 AUC의 차이가 많이 나지 않고 검증 AUC가 큰 변수가 좋을 듯

AUC에 의한 수치형변수들의 스코어링

# 0.1간격의 분위수로 범주화하여 예측하는 함수  
mkPredN <- function(outCol,varCol,appCol) {  
 cuts <- unique(as.numeric(quantile(varCol,  
 probs=seq(0, 1, 0.1),na.rm=T)))  
 varC <- cut(varCol,cuts)  
 appC <- cut(appCol,cuts)  
 mkPredC(outCol,varC,appC)  
}  
  
for(v in numericVars) {  
 pi <- paste('pred',v,sep='')  
 dTrain[,pi] <- mkPredN(dTrain[,outcome],dTrain[,v],dTrain[,v])  
 dTest[,pi] <- mkPredN(dTrain[,outcome],dTrain[,v],dTest[,v])  
 dCal[,pi] <- mkPredN(dTrain[,outcome],dTrain[,v],dCal[,v])  
 aucTrain <- calcAUC(dTrain[,pi],dTrain[,outcome])  
 if(aucTrain>=0.55) {  
 aucCal <- calcAUC(dCal[,pi],dCal[,outcome])  
 print(sprintf("%s, trainAUC: %4.3f calibrationAUC: %4.3f",  
 pi,aucTrain,aucCal))  
 }  
 }

## [1] "predVar6, trainAUC: 0.557 calibrationAUC: 0.554"  
## [1] "predVar7, trainAUC: 0.555 calibrationAUC: 0.565"  
## [1] "predVar13, trainAUC: 0.568 calibrationAUC: 0.553"  
## [1] "predVar73, trainAUC: 0.608 calibrationAUC: 0.616"  
## [1] "predVar74, trainAUC: 0.574 calibrationAUC: 0.566"  
## [1] "predVar81, trainAUC: 0.558 calibrationAUC: 0.542"  
## [1] "predVar113, trainAUC: 0.557 calibrationAUC: 0.567"  
## [1] "predVar126, trainAUC: 0.635 calibrationAUC: 0.629"  
## [1] "predVar140, trainAUC: 0.561 calibrationAUC: 0.560"  
## [1] "predVar189, trainAUC: 0.574 calibrationAUC: 0.599"

변수 126의 경우 훈련과 검증 AUC가 0.645와 0.629로 좋음

변수 126의 churn의 값에 따른 확률밀도 추정값 비교

library(ggplot2)  
ggplot(data=dCal) +  
 geom\_density(aes(x=predVar126,color=as.factor(churn)))
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오렌지는이탈x, 파랑이 이탈… 즉…126번변수가 커지면 커질수록 이탈율 커짐..

# 3. 다변수 모형

## 3.1. 변수선택

# 로그 가능도 계산 함수  
logLikelyhood <- function(outCol,predCol) {   
 sum(ifelse(outCol==pos,log(predCol),log(1-predCol)))  
}  
  
# deviance에 기반하여 변수 선택  
selVars <- c()  
minStep <- 5  
baseRateCheck <- logLikelyhood(dCal[,outcome],  
 sum(dCal[,outcome]==pos)/length(dCal[,outcome]))  
  
# 범주형   
for(v in catVars) {   
 pi <- paste('pred',v,sep='')  
 liCheck <- 2\*((logLikelyhood(dCal[,outcome],dCal[,pi]) -  
 baseRateCheck))  
 if(liCheck>minStep) {  
 print(sprintf("%s, calibrationScore: %g",  
 pi,liCheck))  
 selVars <- c(selVars,pi)  
 }  
}

## [1] "predVar194, calibrationScore: 5.25759"  
## [1] "predVar201, calibrationScore: 5.25521"  
## [1] "predVar204, calibrationScore: 5.37414"  
## [1] "predVar205, calibrationScore: 24.2323"  
## [1] "predVar206, calibrationScore: 34.4434"  
## [1] "predVar210, calibrationScore: 10.6681"  
## [1] "predVar212, calibrationScore: 6.23409"  
## [1] "predVar218, calibrationScore: 13.2455"  
## [1] "predVar221, calibrationScore: 12.4098"  
## [1] "predVar225, calibrationScore: 22.9074"  
## [1] "predVar226, calibrationScore: 6.68931"  
## [1] "predVar228, calibrationScore: 15.9644"  
## [1] "predVar229, calibrationScore: 24.4946"

# 수치형   
for(v in numericVars) {   
 pi <- paste('pred',v,sep='')  
 liCheck <- 2\*((logLikelyhood(dCal[,outcome],dCal[,pi]) -  
 baseRateCheck))  
 if(liCheck>=minStep) {  
 print(sprintf("%s, calibrationScore: %g",  
 pi,liCheck))  
 selVars <- c(selVars,pi)  
 }  
}

## [1] "predVar6, calibrationScore: 13.2431"  
## [1] "predVar7, calibrationScore: 18.685"  
## [1] "predVar13, calibrationScore: 10.0632"  
## [1] "predVar28, calibrationScore: 11.3864"  
## [1] "predVar65, calibrationScore: 9.96938"  
## [1] "predVar72, calibrationScore: 12.5353"  
## [1] "predVar73, calibrationScore: 48.2524"  
## [1] "predVar74, calibrationScore: 19.6324"  
## [1] "predVar81, calibrationScore: 8.8741"  
## [1] "predVar113, calibrationScore: 23.136"  
## [1] "predVar125, calibrationScore: 6.06029"  
## [1] "predVar126, calibrationScore: 74.9556"  
## [1] "predVar134, calibrationScore: 5.68144"  
## [1] "predVar140, calibrationScore: 16.1816"  
## [1] "predVar144, calibrationScore: 15.9858"  
## [1] "predVar189, calibrationScore: 42.3059"

## 3.2. 의사결정나무

library(rpart)  
  
# 정제되지 않은 모든 원변수를 이용한 의사결정나무  
fV <- paste(outcome,'>0 ~ ',  
 paste(c(catVars,numericVars), collapse=' + '), sep='')  
tmodel <- rpart(fV, data=dTrain)  
print(calcAUC(predict(tmodel,newdata=dTrain),dTrain[,outcome]))

## [1] 0.9241265

print(calcAUC(predict(tmodel,newdata=dTest),dTest[,outcome]))

## [1] 0.5266172

print(calcAUC(predict(tmodel,newdata=dCal),dCal[,outcome]))

## [1] 0.5126917

# bad => NA의 문제?  
  
# 정제된 모든 원변수를 이용한 의사결정나무  
tVars <- paste('pred', c(catVars, numericVars), sep='')  
fV2 <- paste(outcome,'>0 ~ ', paste(tVars, collapse=' + '), sep='')  
tmodel <- rpart(fV2, data=dTrain)  
print(calcAUC(predict(tmodel,newdata=dTrain),dTrain[,outcome]))

## [1] 0.928669

print(calcAUC(predict(tmodel,newdata=dTest),dTest[,outcome]))

## [1] 0.5390648

print(calcAUC(predict(tmodel,newdata=dCal),dCal[,outcome]))

## [1] 0.5384152

# bad => overfitting의 문제?  
  
# 정제된 원변수를 이용한 의사결정나무(가지치기 등 복잡도 조절)  
tmodel <- rpart(fV2, data=dTrain,  
 control=rpart.control(cp=0.001, minsplit=1000,  
 minbucket=1000, maxdepth=5)  
 )  
print(calcAUC(predict(tmodel,newdata=dTrain),dTrain[,outcome]))

## [1] 0.9421195

print(calcAUC(predict(tmodel,newdata=dTest),dTest[,outcome]))

## [1] 0.5794633

print(calcAUC(predict(tmodel,newdata=dCal),dCal[,outcome]))

## [1] 0.547967

# 조금 나아지긴 했어도 bad  
  
# 앞에서 선택된 변수들을 이용하여 모형구성(가지치기 등)  
f <- paste(outcome,'>0 ~ ', paste(selVars, collapse=' + '), sep='')  
tmodel <- rpart(f, data=dTrain,  
 control=rpart.control(cp=0.001, minsplit=1000,  
 minbucket=1000, maxdepth=5)  
 )  
print(calcAUC(predict(tmodel,newdata=dTrain),dTrain[,outcome]))

## [1] 0.6906852

print(calcAUC(predict(tmodel,newdata=dTest),dTest[,outcome]))

## [1] 0.6843595

print(calcAUC(predict(tmodel,newdata=dCal),dCal[,outcome]))

## [1] 0.6669301

# 향상된 결과  
  
# 최종 모형 살펴보기  
print(tmodel)

## n= 40518   
##   
## node), split, n, deviance, yval  
## \* denotes terminal node  
##   
## 1) root 40518 2769.3550 0.07379436   
## 2) predVar126< 0.07366888 18188 726.4097 0.04167583   
## 4) predVar126< 0.04391312 8804 189.7251 0.02203544 \*  
## 5) predVar126>=0.04391312 9384 530.1023 0.06010230   
## 10) predVar189< 0.08449448 8317 410.4571 0.05206204 \*  
## 11) predVar189>=0.08449448 1067 114.9166 0.12277410 \*  
## 3) predVar126>=0.07366888 22330 2008.9000 0.09995522   
## 6) predVar212< 0.07944508 8386 484.2499 0.06153112   
## 12) predVar73< 0.06813291 4084 167.5012 0.04285015 \*  
## 13) predVar73>=0.06813291 4302 313.9705 0.07926546 \*  
## 7) predVar212>=0.07944508 13944 1504.8230 0.12306370   
## 14) predVar218< 0.07134103 6728 580.7390 0.09542212   
## 28) predVar126< 0.1015407 3901 271.8426 0.07536529 \*  
## 29) predVar126>=0.1015407 2827 305.1617 0.12309870   
## 58) predVar73< 0.07804522 1452 110.0826 0.08264463 \*  
## 59) predVar73>=0.07804522 1375 190.1935 0.16581820 \*  
## 15) predVar218>=0.07134103 7216 914.1502 0.14883590   
## 30) predVar74< 0.0797246 2579 239.3579 0.10352850 \*  
## 31) predVar74>=0.0797246 4637 666.5538 0.17403490   
## 62) predVar189< 0.06775545 1031 102.9486 0.11251210 \*  
## 63) predVar189>=0.06775545 3606 558.5871 0.19162510 \*

par(cex=0.7)  
plot(tmodel)  
text(tmodel)

![](data:image/png;base64,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)

## 3.3. k-NN

값?

* churn의 비율이 7%이므로 각 근방마다 10개정도 churn이 나타나려면 10/.07=142

선택된 변수들을 이용하여 k-NN()

library(class)  
nK <- 200  
knnTrain <- dTrain[,selVars] # 선택된 변수만 이용  
knnCl <- dTrain[,outcome]==pos   
# knn 훈련함수  
knnPred <- function(df) {   
 knnDecision <- knn(knnTrain, df, knnCl, k=nK, prob=T)  
 # majority voting 대신 확률값으로   
 ifelse(knnDecision==TRUE,   
 attributes(knnDecision)$prob, 1-(attributes(knnDecision)$prob))  
}  
print(calcAUC(knnPred(dTrain[,selVars]),dTrain[,outcome]))

## [1] 0.7437617

print(calcAUC(knnPred(dCal[,selVars]),dCal[,outcome]))

## [1] 0.7131476

print(calcAUC(knnPred(dTest[,selVars]),dTest[,outcome]))

## [1] 0.7179175

# 결과가 괜찮음

검증 데이터에서의 성능

# 확률밀도함수 비교  
dCal$kpred <- knnPred(dCal[,selVars])  
ggplot(data=dCal) +  
 geom\_density(aes(x=kpred,  
 color=as.factor(churn),linetype=as.factor(churn)))

![](data:image/png;base64,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)

# ROC 함수  
plotROC <- function(predcol,outcol) {  
 perf <- performance(prediction(predcol,outcol==pos),'tpr','fpr')  
 pf <- data.frame(  
 FalsePositiveRate=perf@x.values[[1]],  
 TruePositiveRate=perf@y.values[[1]])  
 ggplot() +  
 geom\_line(data=pf,aes(x=FalsePositiveRate,y=TruePositiveRate)) +  
 geom\_line(aes(x=c(0,1),y=c(0,1)))  
}  
print(plotROC(knnPred(dTest[,selVars]),dTest[,outcome]))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAulBMVEUAAAAAACsAAFUAK4AAVaorAAArACsrAFUrgNQzMzNNTU1NTWtNTYhNa6ZNiMRVAABVACtVqv9rTU1rTWtrTYhra6ZrpuGAKwCAqoCA1KqA1NSA1P+ITU2ITWuITYiIxP+ma02ma2uma4imxKam4f+qVQCqgCuq1P+q///EiE3E///UgCvUgIDU/6rU/9TU///hpmvh///r6+v/qlX/xIj/1ID/1Kr/1NT/4ab//6r//8T//9T//+H///+pnKZTAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAUP0lEQVR4nO2dDXvbthGA6dbuHCVO6iaxt+VDTipvtbWtdmRvsiz+/781gh+iJBPgHYk7HKC7p61d+hUI8hVIkASOWa6RdGShK6BBGyo48VDBiYcKTjxUcOKhghOPEYJ/vIyuZY5QnA5XwYnjKjhxXAUnjqvgxHEVnDiughPHVXDiuApOHFfBieMqOHFcBSeOQwUvP9yWP1efJ2f3mx8qWDwOFPwweVMKXl9N87u3zQ8VLB+HCb55/XvVgldfb01jrn+oYPk48hC9/Hifr77M6h95/qqInk9qEETWHa5P9JRYC344K83WP6o/SfieHhRemOymM/8tWAUz45nVbvEnD4doPQcHxB1yzV+7S0cKXl9dVL3oC+1Fs+JuuT8qv2MFm3/1Opgbr7pPfWBmKx0q2BFeNkPxroCorThr6SpYKF61Wxi++RKo4DjwtuHCcFfpKlgavnNUhpTuxlWwLHzvnAv5PrhxFSwG7+ot95be+31QwYHx9kbykNL3PqSCJeGQC9ye0gENXgWHwYEXuM7SXxahgoXgMLs9pXeUoYJF4GC97j4ZDFfB3DhCr6t0aJ9MBfPiKL320i3FqODAeNY15mJA6bZviQoOiptm56V061FABQfEM9sjeXTp9qO8Cg6Gox4POUt3ncVVcCA8cz2xxZXu7KSp4DA48vmfq3R3J1wFM+JZ52OEkaXjb12rYL+4++HQ6NJxeLlIBfvEe+9jjCm9/yaJCibG+29TjSgdcA9MBdPiwxQAccg9ThVMiYNuMw8vHYe3i1SwHxz4FIG9dBXsBffyBN+OjyhdBfvAvTzBt+Pg4lUwCY55xsv+9VHBY3HcI3z2r48KHonjRmjgKzP266OCR+G+hmhY8dEjfDwIPtxwprXxswYJJXn4nkaJ+xuiYV/D+NJV8FDc2xAN1xpUcDicXLAlbQ6ydBU8CEfOwR9SGU8nABU8AMfOwR9QmcyaNgdZugrG4zuXLjSVaVahggPg2CQLA3B/gzBVMBbfv3NIcob3WLoKxuGQOdfDS69W4fUMr4IxeMeNf+lneBWMwIFzrgeW3rUOFcyJD8qDg8S9n+FVMBSHz7keXhl8nqxeXAUDccSc6wGl29ahgrlwzJxrfOnWdahgHtwxbEZ6F04F9+POUVG+KjMslWE/roL78J5Bb766cFSlq2A3TjpdcGs1ZKWrYBcOGLIqvQungu047WyyNki7cCrYhtPOJtsK2i6cCrbgtLPJtgKbNgeJq+BOHD5fZGxlqPvoKrgDp55N1sbIjO8AXAW/wKlnk23FkKwqSFwF7wYw1f7A0vdwjoswFbwd3vLBgnDSnC2bRSp4E/STjQJcZavgJsinKuziXFfZKrgKj/lgQTjwTK+C/eAMc1F2cbbbKCr4x/7ZMKnbKFDBmze6301MTMufb26TEMwxVWEXZ7uNUi6CCF5fFUrfNv/3ULi+mSbSgkGvh/NbGT/vTYLiIMGrr7f58kPdYFdfZvn62ywVwaSld+F898mqRRDBy4/3pdcyTFMuDtnmQJ3nr4pwfVJ6sOeeoc/bYlux64/moNwILn8u32+1YpIvHg/OMRdld4XsmwoSvN2CH6reVhHNeZikXiw4x1yUvRXKFLx9Dr65aJZGL5hhLsqLFcoUvL66aHrR1YHZNOP198gvk8hGqtrCT9ocJA4SXF8Hm0ZcH6mL6+DXTUeapF70OMdko531sT7KaBeBBDuDpF7kOMdko471qWAmnGOyUdf6VDAPjnvBI7Z0x/pUMAvOMZtse3U+0+Yg8YMUTDwU2bU6FcyAs0wXtKxOBdPj5EORXatTweQ4z3zQzdrYnzbvLzo0wQxjzV1rU8HEONOEX+vaVDAtzjLW3LU2FUyJc83odqxNBRPiXGPNXWtTwXQ421hz19pUMBnON9bctTY5gudZdj7/+c9kBDOONXed7MUIvv753+/Ony+PExGMmPXroTLcz6pcuEXw07vz4p988dMfKQhGTeoeXxnmZ1Vu/AAEI+fsj64M87OqHtwiOJ+bQ/TTu9N+v8IFk78A9sX6KEvH4zbB+cK8vQ3iV7Zg7pGqvI8yALhVMDwkbIYlMu6RqryPMiC4RbA5AZtmHPU52Nv7/8A476MMEJ6wYPaBjJDenAzB86yJiK+D2QcygjrrMgRvWjAoJGzGy2AfyMj7KAOMWwRjQsJm7Ad7VhXmRxlw3Cb48aQ8REd6DmYfyAi+mSJF8PPl6fPlOexALWEzdoN9ICPrnW4cbhFs1F6f5gvI4yQJm7ETaafNQeIOwfPjOC+T/L//rwfnfZSBxC2C8+vSLuiBsITNaIM9LxJjeukhuE1wcRLOr7OjT/1+ZQV/2hzuFQ6MNC6T+Acy8qfNQeI9gv8V1TmYfyBjgLQ5SLxb8HV1k/LpXVydLG7BvAnih+Gdguc//WHOwYssi+k62NbbIatMmKwqSLxLsJFbXAL/IwMNqhQimH8gI/vDyEF4l+DyBtbjCWw8hwzBrmsVosqESpuDxB2CgX4FCHZfipJUJmN/2jwQtwv+BXoNHHwzmKfs765SBZNvRoBxbuwPI4fjKngAHjRtDhLvFrwZshPBdTD7QEb2d3iMwrsEIyPsZrAPZAydVQWJxy6YfSAj+8PIkbhVcBzTR1lzMnSuMFbBcUwfZR+pKiBtDhK3CI5jdiH3SNWuGyoqmG4zuEeqsr/Dg/IQLX/6KPtIVSFpc5C4TbD06aO8ORlMSEmbg8StguERYDOYczL8cHyhVLD/zeDOyfCD/xUP/nCLYNjZN5Rg0tK7cElpc5C4rQWbGaTACYbcm8E/kFFU2hwkbhOclyPvQOOimTeDfSBjgOEEHnGHYONY3nUw+0DGAMMJfOLuFgzxyyuY/f1/4tLmIHGbYOjxOXXB8tLmIHGLYKkpHJiHIgMuyCIVjAnGzWAeisz+MJIA7xJcPmmQOGSHeSiyzLQ5SDymFpzxChaaNgeJWwRLTITGm/gKej9UBfvaDN6x5qwJ4inxTsEiM92xChacNgeJu1twE6vPk7P78re7yWTy5nZrAZdg1skEktPmIHGL4N1YX03zu7flrzfTvQVMgjknE/A/bSbEuwS/uExafb3Nlx9ujdlvs90FTII5JxPwP22mxEEtePnxPl99mVXH6slk2i54VYTrk76CMZdNLGlzkOHcrIezRvDy/cy04nZBztKCGXMTik+bg8RtgqvDdH2V1LbgMm6mOwvoN4NvOlAmP20OErcJvj42qVjm1WXSzinXCOY9B/NNB2J/GEmPWwQ/VfNW6hsd66uLutNsjs3r77ftAgbBfNOBokibg8Ttgs24u+ZOVnXZa9pscR38epYzXgd3XLNQ7aQ40uYgcYvg58vTxdEnc6DuD9LN4MtNyPwogwu3CDZZlI7z6+DTR/mmA7G/w4MJtwlGBOFm8E0HiidtDhIXLZhvOlBEaXOQuFXwXMDkMy7BGeedbmbcJnhu+s+Bp49yzfdif4cHJ24RLOGBP1d20cjS5iBxFRxb2hwkbhEs4BDNM2OT/R0e3LhNcPBOFs+MzQizqiBxq2B40GwGi2D2d3io4CZYpuRGmTYHiXcLhk4sJBPMMSXXMvRKujEk3inY3IOegw0T1Ms9LCquq+zAeJfg58vz+j+BBHPMuWZ/h0cgvEtweRFcvnoliODeUavxXIQJwCUKHrAZSDzAS1pC4fIEM8y5jjqrChI/RMEcXTgxeLfggO9soE/hHnnaHCTeJRgZXutFnzUh9rQ5SPzQBPdPLJNuDIlbBQd5ZwNsXp/oE4A03CY4xDsb6LMmpJA2B4lbBIdI6U+fNSGJtDlIXIxg+hTuwDVIN4bELYK539nAMKme+xUPQnCbYN53NjBMqk8mbQ4StwqGx/h6MaRwTydtDhI/DMGYM4B0Y0jcIpg1VyV51gTUF0i6MSTubMFPv3Kk9CfPmpBW2hwk7hScL0C3ssYFeVabRNPmIMMimP4QTZ0WI0stbQ4SdwsGzQAfVS/qtBjs7/CQhlsE150s8tfqUKfFSDBtDhJ3t2BQjKkXseAU0+YgcYtg+KDZUYJp855kSabNQeIWwUxvXSEV3FwdSVdAi1sE57Bn/eMEZ6QKUk2bg8StLZj+ThZtYptk0+YgcVsLRsTAepEmtslIS48J7xKMOQHLFMyZP1w4HkwwZeaipNPmIPEUBaedNgeJpyf4xbNf6Qpo8W7B9FNXyM6SfNmH48BDtWAqwemnzUHigQRTdYMOIG0OEk9KcPfQK+kKaPEwgmn6uXzZhyPCuwQjA18vmn7ugaTNQeIhBNOkhzyUtDlIPIBgkgsZx8hn6Qpo8UQEs2Q+jBJPQ/Ahpc1B4vyCCW5FHFTaHCSegOC+iUfSFdDi7IK932s6tKwqSJxbsPd7TQyJ8aLGYxd8eGlzkDizYM85uEHzfqUroMWjFnyQWVWQeMyCydNqpYDzCvb6vOdA0+Yg8WgFw9NuSFdAi8MEt290X/42mUxz86b3yZvbgIIPN6sKEgcJXl9N87u3pekvs3z5fpbfTMO2YPq8aangIMGrr7f58oNpsA9G8810/W02RLC3R/KHnDYHiYMELz/el2231v1lVhyyyyN1/qoI1yd3w1M6lEzTquDDuc8ezrYEr68uyqP0phXDv3h+WvCBZ1VB4iDB2y149fmiXtqch+H18iKYPK1WWjhIcHsOLnrRm+4VWrCXUVMHnzYHiYMEm6Ny1Yuu/Zpj9vo79jLJh2BNm4PEQYLr6+CiEZvrX9O9Kn6+bjpd0Hp5GBaXadocLA4T7AxovcYLpk3KkybOJ3j86wI1bc4APCLBmjZnCB6N4K2HC9L3qSg8FsGUKT2SxtkEj5t7oGlzhuJxCNa0OYPxGATvP9uXvk9F4REIpplteii4fMGaNmcUziV48Pw/TZszDhcuuHNonfR9KgqXLdjzRIhDxEUL1rQ50QgeNEVb0+YkLdg+sl36PhWF8wgeMAd//NNFxctFQgVr2hxPuFDBmjbHF84iuG8iwovvg6bN8YZLFIz9PijuwAUK1rQ5PnF5gjVtjlecQzCmSULmdUvfp6JwYYJB80Kl71NRuCzBmjbHOy5KsKbN8Y8zCIb2msBpVaTvU1G4HMHwtAzS96koXIxgTZtDg0sRrGlziHB6wZALW3hWM8tmKG7DPQjuCUDJmjWHPshaMKBtatocQlyAYE2bQ4lTC+71m2naHFI8tGDNqkKMEwsG+RW/k2LGaQX3Xf5o2hxynFiwszob/dJ3Usw4qeAevx43Q3EbHk7w1h+l76SYcUrBUL/id1LMeCDBu70v6TspZpxQsMuv781Q3IYHEbz/F+k7KWY8hGBNm8OIBxCsaXM4cTrBFr9dN7ek76SYcW7B3l8QrbgbZxasaXO4cV7BmjYnacHWZ0vSd1LMOJngDr+Em6G4DecTrGlzguBsgjVtThicSvDe+dY9tEP6TooZJxO88/8DEqEp7gdnEaxpc8LhHII1bU5AnF4wYGKZ9J0UM04uGDJvUPpOihknEozyK34nxYwTC9a0OaFxUsHQed3Sd1LMOKVg8LR96TspZpxGcNl0NW2OBBwmePV5cna//Vu7oFvwD02bIwQHCV5fTfO7t1u/tQtsglFpVaTvpJhxkODV19t8+eG2/a1d4DhEc26G4jYcJHj58T5ffZm1v20WvCqi4wOaNkdcOJU8nDWC69/aBTn4Fe+k31PFbThIsL0Fq2DpOEgw+hwsfasPCAcJXl9dbHrRF1Uv+sLZi5a+1QeEgwTXl72mzcKug6Vv9QHhMMHOkLAZittwFZw4roITx1Vw4rgKThxXwYnjKjhxXAUnjqvgxHEPgjui6xGilh60dBWceOkqOPHSVXDipesgm8RDBSceKjjxUMGJhwfBzukPHktf/jaZTPP8bjKZvLn1XnpdLE3dTeGm8l7rnm+Gx7n2+3jB7ukP/ko3ozmX72f5zdRT0Tul18US1d2EGXLss+5FifWXxbnfxwt2D730V/qDqfvNdP1t5qfk3dLrYonqnlffT691z29e/14V7tzv4wW7B0/7K91E8VtxHCqP1J5Lr4ulq7tpW17rnm8O0c79Pl6we/qDv9LzavCuOUp7awlt6XWxZHUvf3qte74R7NzvMbXg1eeLeqmvc9leVW+mZHV/2HR/PJ6HeVow1zm46EVvdo2vnbRX1Zsp2Tn4pvluEggmPge7pz/4K732a5rC+rsnBW3pdbFEda8PzF7rnm8EO/e7t+tgy/QHf6VvXUu+9nYaa+teF0tT9+bQ6bXuleC+/a53shIPFZx4qODEQwUnHio48VDBiYcKTjwSE/x8mZVx3ix4/OWThTl68YcS/u8/Oz7TFHu6tawAY4jkBJ/uLugUXDLzn/7oKKCDbz/yeHLeA8qLwxX89O58/y/d/Fax18c9oLxIVvDjSXlINR7KX8+rA23RbLcEmyXHDXxewH8tfjl9/OXvJVK08d2PlIKrgs1/T5sSJUeqgsv2WRgqBJdtrTi6Pl8WeuY//1kz10bfcW7+bYgaLv4tMFPW3kcWxZdgq+C8+XO47e2P5ATXnaH/mb1eCXv8S9XGFqatFX5qpvi/cknxn4ZoBdc/9j5iDgNbBW9KDLe9/ZGc4M05eFH2lI2H6+o4PK97wi2zMI1vi2jNGqZomjsfeTw53St4/rJvLS5SFfz07mjTFM3/FQ22OZZ2CK6JVnDxp/9Ujrc+Yo7QOwULPzqXkarg0t3i6FPT2S0OpIv6yndLsFmyqHtJBbEl+OnXvxbH7b2PXJvD+lbBi45raWmRrGDTzk5KD6XB8rBbuCmWt4KbTlZDFP+YM2r5pbg2B+29jzyeHG8Krjrh1Z8DbSwoUhVsTqtHfysbZX3SrHpgR5+2z9PNZVJNVKfj41JweTze/8i8ON/WBZffgPrPkiMxwRr7oYITDxWceKjgxEMFJx4qOPFQwYmHCk48VHDioYITj/8DvZiyxBNbB5AAAAAASUVORK5CYII=)

## 3.4. 단순베이즈 분류

pPos <- sum(dTrain[,outcome]==pos)/length(dTrain[,outcome])  
# 단순베이즈 함수 작성  
nBayes <- function(pPos,pf) { # Note: 1   
 pNeg <- 1 - pPos  
 smoothingEpsilon <- 1.0e-5 # 라플라스 평활량   
 scorePos <- log(pPos + smoothingEpsilon) +   
 rowSums(log(pf/pPos + smoothingEpsilon))   
 scoreNeg <- log(pNeg + smoothingEpsilon) +  
 rowSums(log((1-pf)/(1-pPos) + smoothingEpsilon))   
 m <- pmax(scorePos,scoreNeg)  
 expScorePos <- exp(scorePos-m)  
 expScoreNeg <- exp(scoreNeg-m)   
 expScorePos/(expScorePos+expScoreNeg)   
}  
pVars <- paste('pred', c(numericVars, catVars), sep='')  
dTrain$nbpredl <- nBayes(pPos, dTrain[,pVars])  
dCal$nbpredl <- nBayes(pPos, dCal[,pVars])  
dTest$nbpredl <- nBayes(pPos, dTest[,pVars])   
print(calcAUC(dTrain$nbpredl,dTrain[,outcome]))

## [1] 0.9757348

print(calcAUC(dCal$nbpredl,dCal[,outcome]))

## [1] 0.5995206

print(calcAUC(dTest$nbpredl,dTest[,outcome]))

## [1] 0.5956515

과적합됨

e1071패키지를 이용한 경우

library(e1071)  
lVars <- c(catVars, numericVars)  
ff <- paste('as.factor(',outcome,'>0) ~ ',  
 paste(lVars, collapse=' + '), sep='')  
nbmodel <- naiveBayes(as.formula(ff), data=dTrain)  
dTrain$nbpred <- predict(nbmodel, newdata=dTrain,type='raw')[,'TRUE']  
dCal$nbpred <- predict(nbmodel, newdata=dCal,type='raw')[,'TRUE']  
dTest$nbpred <- predict(nbmodel, newdata=dTest,type='raw')[,'TRUE']  
calcAUC(dTrain$nbpred, dTrain[,outcome])

## [1] 0.4643591

calcAUC(dCal$nbpred, dCal[,outcome])

## [1] 0.5544484

calcAUC(dTest$nbpred, dTest[,outcome])

## [1] 0.5679519

# 연습문제

선택된 변수를 이용하여 단순베이즈 분류를 실시하고 의사결정나무, k-NN, 단순베이즈 분류에서 최적인 모형들의 ROC와 AUC값을 통해 성능을 비교하시오.