Emp:

VAE und MM kombiniert

LRT minimieren?

Ergebnisse:

Datensatz ( Notation datensatz soll austauschbar ist)

Wiederholungen, Hyperparameter, sims

Plots

Befürchtung war verzerrung aber schönes ergebnisn u

ToDo

Anstatt VAE autoencoder

Z = mu ohne reparametrisierung und kl divergenz

Mit nML wiederholen

Overfitting provozieren

Anzahl neuronen erhöhen

Mehr schichten ausprobieren