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# Temat projektu

Celem projektu jest stworzenie inteligentnego bota do gry Four-in-a-row. W celu wyszkolenia bota użyliśmy zasady uczenia nienadzorowanego.

# Zasady gry

W grze uczestniczy dwóch graczy. Gra odbywa się na planszy 7x6. Gracze na zmianę kładą po jednym kamieniu o kolorze przypisanym do gracza na planszy. Położenie kamienia odbywa się poprzez wybór kolumny, w której kamień zostaje umieszczony w niezajętym polu o najniższym numerze wiersza. Wygrywa ten, kto pierwszy ułoży 4 swoje kamienie w jednym rzędzie: pionowo, poziomo lub na ukos.

# Metodyka

Szkolenie bota odbywa się za pomocą trenowania sieci neuronowej przy użyciu algorytmu ewolucyjnego. Osobnik populacji odpowiada wektorowi wag sieci neuronowej.

## Ewolucja

W algorytmie wykorzystujemy selekcję turniejową, krzyżowanie i mutację. Wykonujemy *n\_i* iteracji algorytmu ewolucyjnego dla populacji o wielkości *n*. Rozgrywane jest 2*n* turniejów o stałej liczbie uczestników *t*. Zwycięzcy dwóch kolejnych turniejów są ze sobą krzyżowani. Zasada krzyżowania: do osobnika potomnego trafia gen *i* rodzica A z prawdopodobieństwem *p\_c*. W przeciwnym razie trafia do niego gen *i* rodzica B. Następnie dla każdego genu osobnika potomnego dodawana jest z prawdopodobieństwem *p\_m* zmienna losowa pochodząca z rozkładu gaussowskiego.

### Zasady turnieju:

Wśród osobników wybranych do turnieju rozgrywane są pojedynki w grę Four-in-a-row na zasadzie „każdy z każdym”. Zwycięzca największej liczby pojedynków jest zwycięzcą turnieju. Pojedynek odbywa się poprzez serię kolejnych ruchów wykonywanych przez rywalizujące boty. Każdy z botów otrzymuje wektor wag dla sieci neuronowej, którą wykorzystuje do wyznaczenia kolumny na podstawie aktualnego stanu planszy.

## Sieć neuronowa

Do wyboru optymalnego ruchu w aktualnej sytuacji boty używają sieci typu Wielowarstwowy Perceptron. Badano różne warianty topologii sieci, w testach użyto sieci z jedną warstwą ukrytą z 10 neuronami oraz z dwiema warstwami ukrytymi po 10 neuronów.

Wejściem sieci są 42 liczby, które odpowiadają stanom każdego z 7x6 pól planszy. Wyjściem sieci jest 7 neuronów – każdy reprezentuje indeks kolumny, w której należy dokonać ruchu, wybierany jest neuron z najsilniejszym sygnałem.

# Testy

W celu wybrania najlepszych parametrów naszej metody wykonaliśmy serię testów. Parametry wejściowe testów:

1. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0, sieć neuronowa: z jedną warstwą ukrytą, wejście sieci: plansza z polami: 0, 1, 2
2. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0.35, sieć neuronowa: z jedną warstwą ukrytą, wejście sieci: plansza z polami: 0, 1, 2
3. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0.35, sieć neuronowa: z jedną warstwą ukrytą, wejście sieci: plansza z polami: 0, -1, 1
4. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0, sieć neuronowa: z dwoma warstwami ukrytymi, wejście sieci: plansza z polami: 0, 1, 2
5. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0.35, sieć neuronowa: z dwoma warstwami ukrytymi, wejście sieci: plansza z polami: 0, 1, 2
6. *n\_i*=1000, *n*=100, *t*=7, *p\_m*=0.015, *p\_c*=0.35, sieć neuronowa: z dwoma warstwami ukrytymi, wejście sieci: plansza z polami: 0, -1, 1

Co 10 iteracji wyłaniamy w turnieju, w którym udział bierze cała populacja, najlepszego osobnika. Wykonuje on 1000 pojedynków ze specjalnie przygotowanym botem. Zasada działania bota: wykonuje losowy ruch, chyba że na planszy znajduje się pionowy układ trzech kamieni o tym samym kolorze oraz pole ponad nimi jest wolne. Wtedy, jeżeli kamienie są w kolorze bota i może on wygrać grę, kładzie swój kamień i wygrywa. W przeciwnym wypadku blokuje on ruch przeciwnika.

## Porównanie wyników

Dla każdego z testów otrzymujemy 100 wyników cząstkowych oznaczających część gier wygranych z algorytmicznym botem (wartości od 0 do 1):
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Wyniki przedstawiono również na wykresie:

Wykres pokazuje, że najlepsze wyniki dała metoda korzystająca z sieci z jedną warstwą ukrytą i z krzyżowania osobników.

Wyniki są znacznie lepsze niż bota losowego (prawie zawsze przegrywa on z botem algorytmicznym), jednak uzyskany gracz nie jest obiektywnie szczególnie silny. Być może sama metoda uczenia nienadzorowanego ma swoje ograniczenia, których nie da się przekroczyć wyłącznie przez modyfikacje jej parametrów.