**Abstract**

Deep learning technique has archived excellent performance in 2D-image super resolution. Regarding to 3D-image, such as CT image, 3D-CAD and MRI, also have the necessary to improve the quality of 3D voxel. In this paper, we propose a super resolution convolutional network to enhance 3D resolution for CT images. Aiming at resolving practical problems in 3D datasets, we optimized the network layers and segmentation method of CT images for fitting training of 3D datasets. The trained model represent the mapping relationship of LR and HR. We consider that more larger training set can provide abundant contexture and the deeper network layers can capture more detailed information. Through experiments, we demonstrate our network can complete the duty of multi-scale interpolation reconstruction, which enable a single trained model can be employed in different test sets. Comparing to
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**Introduction**

CT(Computed Tomography) are widely used to provide detailed information for making a diagnosis. High spatial resolution CT sequence, however, generally need longer time to scan, which means patients receive more does of radiation and it also causes degraded resolution in Z axis. In the field of geological exploration, CT technique have been widely implemented to display real rock structure.

Currently, super-resolution reconstruction, having drawn extensive attention in computer vision field, is effective method to improving quality of image. Learning-based algorithm have been typically used to learn the mapping relationship between LR and HR for super resolution. Chao Dong raised a network SRCNN which only contains 3 layers CNN structure but outperform than traditional method. In his paper, he consider the excellent performance of SRCNN that SRCNN is equivalent to sparsing-coding method and directly learns the end-to-end mapping relationship between LR and HR.

However, the structure of SRCNN is too simple to capture more contexture information and trained SRCNN model works only for a single scale interpolation. Jiwon Kim further studied these issues based on SRCNN and he found that deeper network structure had a stronger generalization ability through a large number of experiments and data.

In current research, scholars mainly focus on two-dimension images rather than spatial 3-dimension voxel. Motivated by Jiwon Kim's work, we propose a novel 3D neural network to practically promote resolution for 3D voxel. In real structure of three-dimension rock sample, there are filled with a number of pore and natural granular siliciclastic. A rich texture can be seen from CT images, which brings difficulty to three-dimension reconstruction as we should pay attention to layers continuity in three axis. To cope with aforementioned issues, we use 22 layers CNN network which contains 72 three-dimension convolutional kernel. Our work proposed the following method to resolve practical issues in CT image super resolution:

Training dataset

We use the segmentation method to enlarge CT training set. Specifically, the large blocks are divided into sub-blocks through slicing in xyz direction respectively. Setting appropriate stride in slicing CT image leads to dense block overlap , which is favor of supplying large and abundant texture information.

Accelerating Convergence

Multi-scale learning

**Related work**

Image Super-Resolution

Image super-resolution inherently is a ill-posed problem due to lacking of detailed information in the process of interpolation. There are two traditional methods to restore LR(Low resolution) to HR(High Resolution), one is using context correlation in LR image yet has inborn defects that it cannot obtain more specific high frequency information; The second is learning based method, which learns the mapping relation between LR and HR through substantial training. The sparse-coding method[] is a representative learning based method, which is mainly composed of three steps:(1)LR features extraction;(2)Learning mapping relation in LR features patch and HR patch;(3)Completion super resolution using the aforementioned relation. Chao Dong in his paper proposed a CNN network termed as SRCNN to fulfill aforementioned pipeline and SRCNN outperforms than traditional algorithm.

While SRCNN archive good result in 2D image datasets, there are following limitations in different aspects:(1) SRCNN cannot apply a trained model with specific scale trainset for other scale;(2)Its network structure cannot be well adapted to three-dimension super resolution;(3)We find the performance of SRCNN only have a little improvement than traditional algorithm A+.

Jiwon Kim raise a different mechanism to address the limitations in Chao Dong’s work. Jiwon Kim points that adding CNN layer lead convolutional filters become increasingly global, which conceptually benefit to learn mapping relation , and utilize deeper network structure summed up to 20 layers to complete whole super-resolution. With extensive experiments, Jiwon have validate the view –‘the deeper, the better’.

Sparse representation-based algorithm

As for 3D volumetric super-resolution, Zhengji Li introduce a spase represention-based method to enhance resolution of CT images in xyz direction.

3 3DCNN for CT image super resolution

3.1 Network Structure

The real rock commonly contains complex pore structures as following images show. Aiming at issues that the texture of the interior rock is complex, we proposed a three dimension network structure, termed as 3DSRCNN to archive super resolution for volumetric CT images.
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Due to insufficient memory, the size of input blocks sent to the network cannot be too large.

For volumetric super resolution, we employ a network composed of 12 layers CNN each of which has 64 channel(feature maps) .The first layer is responsible to extract low frequency patch from LR images.The middle 10 layers complete function of learning mapping relationship between LR and HR volummetric patch. The last layer combine learned high frequency information from middle layers and initial LR image to finally formulate super resolution image.
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1. In this way, a larger sample can be obtained through image segmentation under the condition of limited CT samples.
2. This trick promises practical feasibility in general computer due to Training 3D-block will occupy amounts of memory. A large block is cut into small blocks, enabling computing devices to calculate faster.
3. The sub-blocks are overlapping containing redundant information, in the sense that training set have rich contexture advantageous to learn mapping relationship.
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![](data:image/x-wmf;base64,183GmgAAAAAAADIAGABgAAAAAABbVwEACQAAA7QBAAACAKgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ABAAA5gEAAAUAAAAJAgAAAAIFAAAAFAKAARYAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////8JQpCAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAezt9AD0CjwEAAwUAAAAUAuMB7wEcAAAA+wIi/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///0orCkEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAGlpmwG8AQUAAAAUAoAB4gAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v////wlCkMAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAFhZ7wEAA6gAAAAmBg8ARQFBcHBzTUZDQwEAHgEAAB4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCCewACAINYAAMAGwAACwEAAgCDaQAAAQEACgIAgjsAAgCDWQADABsAAAsBAAIAg2kAAAEBAAoCAIJ9AAAAWQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAARIAIoAAAAKAIcrZgRIAIoAAQAAACD7GQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAABkAGABgAAAAAABwVwEACQAAA3EBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAmACCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAkQEAAKb////xAwAA5gEAAAUAAAAJAgAAAAIFAAAAFALjAd8AHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///+FKgrOAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAc3ViAFYAbwC8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///zAgCvYAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEl5AAOZAAAAJgYPACgBQXBwc01GQ0MBAAEBAAABAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0kAAwAbAAALAQACAINzAAIAg3UAAgCDYgAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDNSACKAAAACgA0KWbNSACKAAAAAAAg+xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)![](data:image/x-wmf;base64,183GmgAAAAAAACkAEgBgAAAAAABKVwEACQAAA0IBAAACAJgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAeADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAUAAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////qKgrKAAAKAAAAAAAEAAAALQEAABAAAAAyCgAAAAAGAAAAc3RyaWRllgBsAJYAbADAAAADmAAAACYGDwAmAUFwcHNNRkNDAQD/AAAA/wAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYHRFNNVDYAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEERXVjbGlkIEV4dHJhABNXaW5BbGxDb2RlUGFnZXMAEQbLzszlABIACCEvRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQABQAKAQACAINzAAIAg3QAAgCDcgACAINpAAIAg2QAAgCDZQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABIAIoAAAAKADUrZm1IAIoA/////yD7GQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAABgAGQBgAAAAAABwVwEACQAAA3EBAAACAJkAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkACCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAgAABgIAAAUAAAAJAgAAAAIFAAAAFALjAdUAHAAAAPsCIv8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7////OKQqSAAAKAAAAAAAEAAAALQEAAAwAAAAyCgAAAAADAAAAaW5wAD4AbwC8AQUAAAAUAoABRgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4A/v///5gfCo0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAEkAAAOZAAAAJgYPACgBQXBwc01GQ0MBAAEBAAABAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABgdEU01UNgAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRFdWNsaWQgRXh0cmEAE1dpbkFsbENvZGVQYWdlcwARBsvOzOUAEgAIIS9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAFAAoBAAIAg0kAAwAbAAALAQACAINpAAIAg24AAgCDcAAAAQEAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAgSACKAAAACgBTIGYgSACKAAAAAAAg+xkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)Where denote initial size, is sub-block size,stride is span length when cropping. Setting suitable and has important influence on training time and accuracy.
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3.2 Training

Before training, we n
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Where n is the number of training batch sample, i denote current input data.

Using MSE as the loss function favors high PSNR.

SRCNN minimize the objective function with classic SGD(stochastic gradient descent) in backpropagation. However, directly using traditional SGD takes long time to converge. We employ some strategies for our network structure and training data.

Adjustable learning rate

In the actual training process, it is found that the loss rate converges very slowly. We use the adjustable learning rate to speed up the training. In previous training Epoch, setting relatively high learning rate help accelerate convergence.As training possess going , learning rate is reduced for optimal solution.

Momentum acceleration

Momentum is a commonly used acceleration technique in gradient descent. It accumulates the momentum before it replaces the real gradient.
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Gradient clipping
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Weight normalization

Experiments

In this chapter, We first demonstrate training and test set which are scanned from real rock sample and crop them into identical size 400x400x400 pixel. Next, we simply handle test CT samples to reconstruct due to limitation of GPU memory. PSNR and SSIM is widely

**Experimental materials and evaluation Criteria**

**Workplatform Details**

**Reconstruction**

The trained network model is essentially a set of Tensors storing the weight parameters of each neuron. Although trained CT imagesets are divided to small blocks, there is no requirement on the size of the low resolution image sent to network model. The ultimate goal of our work is to restore low resolution 3D block, but if you directly send the corresponding size of the image to the network need to consume a lot of memory about 352Gb, which is difficult to achieve in practice workspace. ![](data:image/x-wmf;base64,183GmgAAAAAAAGEAEgBgAAAAAAACVwEACQAAA4gBAAACAKYAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAASAJCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gCAAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgARAAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAP7///9eFAqjAAAKAAAAAAAEAAAALQEAABUAAAAyCgAAAAAJAAAAMTAwMTAwMTAwAMAAwADCAcAAwADCAcAAwAAAAwUAAAAUAmABdAIcAAAA+wKA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAACDaenbhp1dd/v///8crCrUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAALS0QgMAA6YAAAAmBg8AQQFBcHBzTUZDQwEAGgEAABoBAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGB0RTTVQ2AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBEV1Y2xpZCBFeHRyYQATV2luQWxsQ29kZVBhZ2VzABEGy87M5QASAAghL0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAUACgEAAgCIMQACAIgwAAIAiDAAAgSG1wC0AgCIMQACAIgwAAIAiDAAAgSG1wC0AgCIMQACAIgwAAIAiDAAAADgCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AC0gAigAAAAoATh9mC0gAigAAAAAAIPsZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)Therefore, we segment original CT to smaller size of .

In this section, the effect of the proposed network on the reconstruction quality is experimentally analyzed compared with the traditional bicubic interpolation ,sparse representation based method, 3D-A+. Experimental results have proved that the our algorithm has exceeded previous algorithm in reconstruction speed and accuracy.

The experimental results in this paper are evaluated using PSNR and SSIM. For a three-dimensional image with a size of 100, the calculation is as follows:
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**Multi-scale and single-scale for training**

Many traditional super-resolution algorithms require different model to be applied to the corresponding samples. A single model enabling to be implemented into multi-scale scenarios is critical for practice work. We consider model trained with mixed scale data has an effect on different samples because it extracts patch from different scale(x2,x3,x4) and establishes mapping relationship.

**Comparison**

**conclusion**