**Referee #1**

**REFEREE REPORT ON MANUSCRIPT TCH-18-013**

“A Hierarchical Model for Heterogeneous Reliability Field Data”

This work developed a hierarchical Bayesian framework for modeling reliability field data, allowing data to be left-truncated, right-censored and from heterogeneous sub-populations. A GLFP model was adopted to handle two types of failures with evidence shown in the probability plot. Though the GLFP model is not new, to combine with the hierarchical structure enhances its usefulness on information sharing in meta analysis. The application to hard drive data is an interesting one, in which the Bayesian inference is well taken as well as the diagnostic procedures. This manuscript shows a high standard research work in a good writing (but slightly too long). Some concerns and comments are given in the following.

1. The authors used an alternative parameterization (*tp,σ*) to represent the Weibull distribution. One of the reason is that, with a proper chosen *p*, the resulting estimates of (*tp,σ*) would be approximately uncorrelated. As suggested in the manuscript, the choice of *p* relates to the percentage of failures in the observed data. It is more informative to provide some quantitative comparisons in the applications (such as in Section 4.2) to address the advantage of using (*t*0*.*5*,*1*,t*0*.*2*,*2) over the other choices.

If doing ML, it would make no difference, due to invariance. Review discussion of this choice. See what is the largest probability can estimate using KM, cut it in half. Bill will look into finding a reference.

1. In the manuscript, the notation h·*,*·i is used to specify the prior in p.11 and p.17, but the standard notations are used elsewhere. Such inconsistency should be avoided. To provide more information about the prior distribution and to show its diffusion, a better way is to visualize the density directly. Therefore, I will suggest to use the standard way to specify the prior and simultaneously provide the density plots for priors, possibly compared across the nested models considered in Section 5.4.

Respond with reason for doing it this way. Put density plots for priors in supplementary (Colin).

1. In Figure 3, the 90% pointwise credible bands associated with the GLFP posterior are slightly wilder than the confidence bands of the same level associated with the nonparametric K-M estimates. The former is based on a parametric model fitting with proper chosen priors. It seems to be unusual that the estimation accuracy is not improved and even worse than the nonparametric approach. Please explain it.

Upon review, we found that Figure 3 should be modified to better show the uncertainty of the two models. In particular, the confidence bands for the non-parametric estimator should constant on the interval . In the updated figure, it is clear that the parametric estimator has less uncertainty that the nonparametric estimator in the lower tail and more or less the same amount of uncertainty where most of the failures were observed.

Fix the confidence bands to be steps (Eric).

1. Provide further evidence about

“The joint hierarchical modeling among multiple drive models does improve the *overall accuracy* for estimating the characteristics of interest (such as MTTF, VAF, or a certain quantile) for individual models, compared to the approach without the hierarchical structure.”

This seems to be the primary goal of doing this project.

Compare the credible intervals, where possible.

This assertion needs to be reviewed. I disagree that this is necessarily the primary goal. (Eric). Colin will pull out verbiage where we discuss this and write paragraph to respond.

1. Table 2 shows the goodness-of-fit for different models in terms of elpd. The associatedd model complexity (degrees of freedom) for each fitted model would also be of interest and informative to understand differences between models, which can be numerical approximated using the MCMC draws analogously.

We can look into this. I have heard of, but am not familiar with this. (Colin)

1. typos: (Colin/Eric)
   1. p16, line 9: should it be

... approximating *p*(*tg,i*|*t*−(*g,i*)) (remove log) with![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAgYAAAA5CAYAAABNjOPxAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAALiMAAC4jAXilP3YAABcgSURBVHhe7Z3JqzVHGYc/s080ulPMwmERXChEURwCCjEOIIKCRkUCikNca8S4EQeMIwiO6EYEZ9yYYBJIIA4YjUIg4CImuNGVGvQf0Hru6d+XN5Uau6uH010PvHTfPn2qa3inqu4+91Kn0+l0Op2OeNqw3SPPcnKDk+udPI8Djnud3OXkoYu/TrzTyX+d3HnxV6fT6RybFzu50cnrLv66dOkxJ/c7ucfJvzjgwL9+2sktF391OhsHhf2Yk387+ZETAv+rB+H4X51wnPM49j8nb3LS6XQ6RwZ/+Csn+MjPDn8j+NBvOMGnyldy3h9Pu53OtiHTRVkR9mOg5JyDopMYkCR0Op3OUWHShC9kGwOfis8kKeBckodOZ9MQ3JUUlAR6smKUm/M7nU7nqLAigC9km0PnIn2ltbN5uD2AsqZWCizKkHvW2+l0jgr+Ej+I/yxFiUFfae1sGj0rUDP7788XdDqdo6PbAjV+sD9fsHOuGLbnzhuH7aPDtoYHhm2n0+kcCWb8vH0Afx+2pdw9bDs7ZC+JwXXD9hnDtoSrnDzoRK/fdDqdzpG4dtjClcO2BBKK3552O53touUwpPQZA37bgNsJnc6a6Dc2jgpBZgv3qo/oC3Q7Fal5xqDkIcVOZ3U+6EQKzus0PFhYmiB0OmtAMOS1WZLaI8O9bWx2TXulDvgO/MjR0CvbCLpIX2whUeusiH75EEX4upOapfi5udWJ/YXCFNT/ESdXX/z1BI874V7YfU5+76S0vE5nTtBXJQRvcHL021nMQH/o5CYnNTPXVnDNdzh5iZNaH0Hdbz7tboI/ObnttFsEk6jbT7tPgtus+E5uGfAcVr/lekD0ysqWJPVDGyFog81+Q8JvF/SVhM7akBSgi31m9gTM1tdYOWAM5BvGoNektyL0Ya1esXIVKstKf637oOi9fgmG0vr+p+7r4wRQNF55sde0MsZQMQjKTpWL9GcLOmshJ9wT1KdCkCWwLfnchX6wp3YiIvA5/oRkbFkp8Fks81O2+sle08qYZwAoXz97HCoTOfptr8PCwFtFWGJZDydAMCcRsNdGpgRwDBZDCiUgY2cHnc4UdC97jsCxBxRkl3xHXr5hSjKCn7L+hTYsMflAn0Kz/akBnKQVnxxKQPqDhwcE4/AVAQVZCpTOXr/l8hWGastewnA7HaGgNzUppRyCwV6Ti6kz+Brwd1yrRSKCr5JvQRhnxmoJaIe9pYGeTUl0LNI3ld1XDQ6KZjVWyZYMoii0sniu3dK4bGbfZ22dJZFznTrjsgFgr8mtVg9bBbcY+IAWYyL8lcklVlwtTOJ07db+za4mdw7KmtkvcC0ZGYlKCM4hcahFbVpyJaRzbDQzbXELS/qL7BWtGpBMzYkSkFa+jXHGJ9kxWtrPqO9SqyD499p6KYka43M7O8EGZsncRuqjwB/LukkYxixrqT39VkJnKTTLnxok7IpXyvGfO7J92jnXqgH30Sm/9axegVlCO5Z+0JQgznVjPg7dqfV/Sgz6rYSDgzLLOCWtltxK4XrUIeQcyHprlbTlzK3TKUE6h0ydmco5Iy2fv9kiuvUy14RE5cdWJKegsiUE4larEqXg40I6Qj2oU21ioDYtHQM6G8Tes0LWyH5R8NBMC2OrDfByrF25O0uh23ItZqb2Pu8cAW1LaHUEnzNHUKVcZA6or25TSOZKcGLg46iD33d6hqzGB1IGfVXrbzs7RsugEpzTHIZaA9dXfUozX62A9KWwzpIoQLS41yydR9a2wSXAXmlr60RewXHOYK1bFRLasoUJiRLVGj+o1YLaVYbOjsEB+dnv2suYMmyEuuXuQyopWGNJr3NcbHCYutKmGTSy5+cLLJqUtH4OQOVOHZMc/oorvmrua+ZAd1QfVlBz9FsInSjWKSEE2TWXMpX1Ui8Ul/qg5L7R8bcUG2dwxKSAPsKoW2f7JGPowDn3KXWnX2hHKrnkM51X49gVGNDPqRzp+QKhNrfoP8GYU+ZSy+L29g+y5oql2k4d0GP6lX3fjtnHZ9BHa/v6tZB/y/mGMdT6kU1jHRNSMlOfC5TZZrA4bQI/SmzriHC8dVA8B1A8ZgeIkqfSFRMCD+fGHALH1b+cd47QP+gw+iHnTT/Z/uEcPtN5iNpcYtgql20p2BTXU/+Wyh5ndNit2tfKkdJPlFcyW24B+uT7paWu7UN/Wh/AlrpwzNYPQQf5rMRf7A3azZhZ31BiX/K5fC+G7euYfz071EmSGofXkpSyanbXypGcI7QdxbbKXHpv0TrjmIL7juQc+5o22Pv+apNm4/QdztF/NkB9i+TarYBQM8OXs/bF9nfo8z3qO32hNrdKfDTOS05qrE0h6MVaQSHlO6kncsRkQDA5QEfUB1YH6ZsUNj6G7NFOqJBUAnFWYExydpIWD1V12uIHPSB4aMxShq8EIjW29hwkZzBbQ0HfotUAtTsV+NV+yoj1pXUoU23EBpa1kvG1ULvR36ngvygL+1ga32ZSutNZBwJ3aFw0ZqkE39o7viOEHz93Zct+1kNDzy0w7JlQ0AObzabGSzOq3Hml5W0R2ujPQG17UkkBWBuIzWRtMJ/aPzapaxEgzwl0mXa3cKLqx1arD7VY20J2M2PcCeiarxvWjlM6aH1C6rzS8s6Snv1ul1DQs9ksEqP0PNDsCylZxuYcHHPJuXOievv6ap12LnCUGLd1FFMTA67RqqwloQ8Y8ym+QW1v4USVZKzlq/qK63ZBV0MTKhvrUkl56XlgH4jPga5SHvXbPFTWz35pbGddCLqMhe/4cD4l41Sa9Qo57RzWIbZw8FMg6KO7FvpL7aaeOWxigITAmPX51GCeu9YWsbqUc5QppGMl45JCtrH2LB39U7+oXWsny52TXoRuFdhEDj8Ww8bDnL3Lf5TYhS13Ma4YtrX8y8n7nTx+8deJDzvJzbQ683Ktkx87YXwsjJX45bAN8aphC/cO2xR/cvLgaTfJlU6uPu1efGdNrnHy09PuZV4+bOHuYZviqmFbym+G7Risk7lr2J4Dzx228PCwnYL0ZyyamX9/2K4FAeibp90LaNd3nay1itE58VInPzntXobkVnqHn3vstPsUGDu+L3L2/pdhW2IXzx+2JX52M9iZKNKz3+1hl/xzs66arBdiWXYIytvqcphdBixZ2rWrAUgIe84UbDlTZt5rwERhqj9Ax1r0I7qf0/+lIJDotoakr7huDy35Iym/ULvSGlvZDYH/xo7OLnG0hov0VYNtYQNLKoijeHYcSyCR2Gqwr8EmRCWBTMvbSCzYtEoM7LVKkrW90aIf5bi3FHwVHCSh+9ud9cAfYtsan1Rgrnm+ANBHfM6usR1IktApB+dA302dVaUoDXq1Wa8SiZTBnANqB1I6o7QOI9ZXrRIDlTG1nHPFJkZj0eRlTjsbg9WRrdVt65DkzRlvrD/MXad2pZVEonSl9WyRcu8+A2oIymOXqeaaCdrbCLkZSW3Wy8pQSQKxdWocAODAdT4SW2K0Tj/10FIK9EJl7KGvxzA1MVDit7UZuZ1QoYOdPFpW122YOW3C+ufUKridWCAlUP9Nr/6NffhQoNC3O+EhxHdwoBOFwCtH8FUnz3QyNzcMW8g9VPf6YQu/G7Yp3urkF6fdKBgyBjD3bEjXQWqDsH3g8r5hm+IVw1bcM2x9/jNs4dnDtpZXDlsoeRi0FMZjrnFR2WOToRhjH76SDXxn2G4FghoPtn3OyZ0c6ARBnzQjRwfwO0tgk4E/DNsQ9sHlkoeDaQ++P/WAIsmG/Nmc2Os08wUUpEA3dwP2gBwmgwHsK8ucq/9Ks17QeUgOZckp508iRGasGd8c93dJTLmGroPgRPi7VNFLb7UIe35qxtJifNV3qTJk3CVotqX+oi0I7aYvGaPSfvOhHrZM6pzTuRLUB6m+TqG6tE5UpiC7HNumIyH9tno5VSdyoCuUj2ArKezKYMlKK34x5Qtlo7SN+Ir+Kma0gr5U+Wwl/D3JZqmoDK7kKe7OU2kROHIw2CXXsHXhOzlQntR5GAjL8lJo1aNFoBBcA0UOLcNyHT7LGRSfq92cn8M6DCTVpxifzhvbbnutGNhfbsxop8bAv7dJ3XBEtJ/PS5xbCMq331W9pwZk1WtMYqnxyvXPktDf1KlE3zphpMtzjWuNP1RdkBI/jq3FzuM4n8tmsCfKbTmpwl+ieyE7x2fxWUk7guhhnpYVPhpW+UYPRAartClsXUqMjaQwFuxQapTLBmUlkWODjo/qGypP1+fzXL9iJGp3yfMF9jkMP8CG0Llj2l06JilHA4yD+j9W51rn5oMu2DrahGtMeRaVM6YP+Q7fHZuYtcYmi1MTpiMjfS3xVWOwtpfTuxrb0QpnDN+W5W9atRO7xDfGypvkp1VZCumMxyrfVOcZwyqtDdQ+NkDmlDCn3CSLVrE0a0NaOWiuQXmhflNb/OQkhA30ucTAtqNU92VoJUmHDysBul7MUDmeGy/1VWrMKEfXGoPv0DQrRqYEwKk2Qr34bk4PlsAmrOhoZzzyazndH4vVu9wEQDaO5HSUc2M+0E+uQfrbagIuuwz5k0nJvApGwbeY8dIgGi0Z40yWwirfXPW0wSXljKxyp4IeyoOypsrydcMGnVYO2jqGkB6ipyX6adudSyR0bo3uKyin+jSGEhwkZMjMPhmLVF2sjsUcEkxxtKqHReWNabdF/gap1R3Nzls51SlQd+lPLtCsATpEX8tvltrPWkzR11KUxKV02NookvKL+OJUWUwerI1a202VW4N8MfYaijkcq45Fuv9AwexvCTknOl7KjaA4HGsVkFpiB756MAqh3Rqz2KwVR0U/WSccG1/KyDk236EwLpTZ0kEr4EoYY47RhtKx5jx9nz6iD9CZEDbA1+i+7dNaHaQf9V2/XrJF60hCyIHmrh+7Til2zG29c/XLoRWdlEONoTFr5VSnoLqMWTmaG/oYXaKO8ps6NnX85kJ6zXYu6AeugYRsHj2nj/Dd8nGx8ZW9+r7R4n8mnfGT7ilYf6SyqTNJy5Ou/7RhmwOn8oATfrf5JidLKrgG5aFh68PA/NrJrU6+wAED9UZ5cCy3cGCAMm887TaHV/1Kfhtf9YbXOJnye/opaCuv4fFqFP9H4RNO+M1vFOF9TnjNlFdu+P8KKCP/84LXT9/jRK9R4Vw/5cTvxxxztZG68+pS6Pfz/brHoE13nHYv9wtlft7J95zQH2o3v4POa2VfceL/H4oU6N8/T7uX3uyk9rU0HLTq9QYOOHj9jnFiHFJ2SB89etq9eI1K3/dpPUY4VL3C/EInNf3lg+PC53zIybc5UAGOGJZ4LTgFTvdbThiLF3BgIdA9/ncKv8sfGwN8I3XiVWX//wAQRH7ohP63n9Gep592m8LrvT9zUqIv1Bv/ndLrFlh/aO0Nv/A1J190gl5aH8v/wfiSE/nYtzv5uJPXOonFMB/G7hEnlBeKa1PAh9v/62CpvpYytNxscQ5wDqnMlc9jWRUDSb39zNIusbeW0qQJh6zvsD8nKBpt1jgimiXwmYW60Ab6VOfy95g6zpH1CupNELJtsvKkDDiAZqMIfQN8hzrTNxyn3vydKyuFdHCs7aD7GDNlaMxK6mNnB/RTDDszaoH0hnpOgTaqXrX9j+Pme2v4K4tsPDdbnAPGP2V30o+QbyXQqe99u5dtzCGaBOaQzft+fQ5oP7ps/SH2iI5ZQv6I73DM97E5rO3OoTeUTz1DYxnShyByoHTG0qiDYh0rBY7VTYPkD+IWkNNAxgTdrcOYqX2pwNQKdAEDLr2mNfRShzQG6XDKSc+BDfgp/WrpZBWQc9csQcn7GL+jZGzOcc2BQ5fjXcP/oG+pxEh9FKqbfNMaPr+Eljq7Rej3pdqHnuIrpKtF15RT40u1Wc9UZFipitrgSlAIOYKlM/VSbN2nOtEtYldl7BighMVZqQeODn1IOXwlB6nEgPqobujY3CgJWTJA2MQgZQM6J9VfpSjY+EkQx2uDtJxjra4oIV06EbNQB9W/Rb/Woslcyq9gR+on+tj371v1m6C6FwWxMwM7oW2I1X3GcuwqHOXQVylb4rOiPrUVXFpJrGGlGsN5ynSs0DgCk6/sW2LviYHGj6BgwRHFggRjHesLKS6SMhAFxFQQtmX59ZsD1WmsYY/Bzt5j2H7I6WBqbABbU1m6NQP4jtrkS4nbmOCuNtk6LI0SpCXHW6j9ub6ziaOE71DnrfujPScGSup8m2FcYjrNeDHuIWRLGt8YlME5qVWmJwXcpZfBCBoKKkgOOiSUHCCpILQ2Gghk64Y4BrXNKiz7MWNG8fWdkAHIkTHWqf5izNGfFLlrzQH14npLJtmyi1B/YRfWblKU9JfVZ9tGvls7a9b1Ys4uhXzHkv1skZ7mdHAObLDP9Tk+XgE2JMkAsTJ7TgzUNmxAoMvYamiii41ozEKTHGuXKV/H9bhG0m5kXEsrBxW3zsp2Tgo6jO9yvk0qkK0qjx2wVKA7V/y2KdmMJWo6HwlltuqvVKIn5c4lgwrSufJaohl8qU63QE7Ddxgcpw/UDzkbUV8hobEBq8+CY5wfcmgxcEyUMcZup3y3BRrjrINtDNdSQJGUXp8xIong+9b3IrLdraG2rjXOc6K22cSOY7GgrvMl/rjL76aSAvmJy4l46HVFHBevaMz9KoigIbzS8QEnvBpjGfOKF1Amr5fpPz767SQYzPW64sNOSuqM0S3xuuJaoNi8tsbrO7ym81Enn3QSW7onCeXVPOD1oNBrZijuZ5zwnyL/5oRXQ1/k5Bon6Cz/BY3XivxXryzohl7jg9JXdltA29HJlzgpfXVpKgQrXq0CgjSvp9F/vFKlfsi9plQyNoCTwq54vZAxoa1vc1LTVpUxpo9Uz6VfqQZ8il5ZW8qeGdv3OvH/sy2vt77stFsNNkYMiL0qR4CZ43VF0GvCOaQjS8WoJVFcYAy/7ORmJ/iz2Gvi6MAdp90L23yLE1/30M2fO6HMPzshRl3lBBsl7gLXieqsMgcyjJaQtdBghIYQNDBczVhiEkP1TC3Xcc1YOSi3PmstpTNC+kLfYX+P0C7GGimZwaDAnBeblQLjKh2SMJ658qV/jI/6HT2nLI4vsXKg7H2NZWbaRzupA7Bfo38lYwPYpsZE1ypFdp2a3aSQP6m97lS4nlYqx9Y9hsYNoWySH3+W6Av9H8LWE72PwTVi5firCq2EckttUO1nu0ewM/m2EtvkfPoO35Y6n89UriTb53zJH6w1JRVgrXLGAgJGwOdLzxxKsf1dMvhHgj5pCQ5VfZ2SUsc0Ba6B/uJ81wSnoHbXUHt+KeqX0sTaR/Y09vtTyAXqpSXmE60dpPpJicES9jCGvScGY6E/mseSuTLBsZLKaPmc+qayczm+rSq3TQxSbT0ajFdrgydJpL8lwh5bUk80M2a7Fpo51iTOc4wNaCY7ZSWFQLeGLZUmnUtJqg/lExnD1IQK37rVCRVQ/1xbjwjj1gR7f9U6zC2QukdHRnudk3c78e9Jodg8s8DPkK5xrzEH9eOnSt/lhPviwL0y7p2nfr70KODg73eyZcfUApIC2pr7aeMxYB/ca+c5m9s44IGt6/mWGhuZY2ywBxw9zzt8xMlY/ZdTXPonkAmwzz7tboJ/OIk9Y0Nduc8c+8lwEr/vnnYv7t1vzRdRv+c4+YET/Rw6+ovfXOqZna2CP7neSexZhMNA9oszwKngsHCG7CvbXXIGWIKy3BLh3CNCwMrdw94T6GjrWwr0YUqPNDvnc+ymlLnGhhk+tjwV+nHNFZhzQas+jCVb+h5/iU5wrMVYtMTqc4lw/tHQKk9sFeiQoOgog4RO6pwfjCOOaWsJ3blB/8lJ2r7ELgicOBA+qwkAfWz2B/pg/WYf2/NEiX5Piju7RA6qMx1m4cwGlQQgWl3jnnjtzKKPTaezTbDlxknBpUv/B00ckarvqSr/AAAAAElFTkSuQmCC)(change

the first summation index from *i* to *s*)...

* 1. Following the 2nd equation in p22, the argument *trep,g* is understood as a *ng*-

dimensional vector. But, in the following statement “... draw *treg,g* from *f*(*tnew*|*tLg,i,cg,i,θ*(*s*))”, *trep,g* is understood as a scalar. Please verify.

We have addressed the inconsistency that the reviewer kindly brought to our attention by making sure that is always used as a vector and that is always a scalar GLFP density. We also changed the wording in the second paragraph cited to improve clarity.

Referee #2

Reviewer’s Comments on TCH-18-013: “A Hierarchical Model for Heterogenous Reliability

Field Data”

The paper proposed a hierarchical Bayesian estimation procedure for the GLFP model and applied the procedure to hard drive failure data which are publically available at the Backblaze website. Generally speaking, the paper is well written. The analysis is comprehensive and the insights from the analysis are well discussed. I have the following comments for the authors to improve the paper.

1. It seems that the proposed hierarchical Bayesian procedure, including the likelihood function in Section 3.4, is tailored to the Backblaze hard drive data. To make the model more generic, it would be good to consider general data types rather than the left truncated and right censored data. For example, for failure data collected from the field, the data are usually interval censored.

Bill will respond to this one.

1. In the paper, the SEV reparameterization of the Weibull distribution is not used in the subsequent analysis. It should be removed from the paper so that a readers will not be confused between this SEV reparameterization and the p-quantile reparameterization.

Colin will try to rework/abbreviate this section.

1. Second, the reparameterization of the Weibull is not an original contribution of the paper. Therefore, proper citation of the original paper that proposes this parametrization is needed. Third, the reparametrization involves a quantity p which should be determined by the user. The authors may like to discuss how to select p, and it there rigorous justification for the determination of p.

By leaving this in, the method proposed generalizes naturally to other log location scale families. (Bill)

1. The selection of the prior distributions are somewhat arbitrary. The lognormal distribution is chosen as prior distributions for most parameters. Discussion of the sensitivity of the analysis to the prior selection is desired. When there is no prior information, a noninformative prior is more appropriate. We may choose the parameters in the prior distribution so that the ratio between the standard deviation and the mean is very large to make the prior approximately noninformative. In lognormal prior, this can be achieved by using a large scale parameter sigma, which is adopted in the paper. However, it is unclear how the location parameter is chosen in the paper. From the priors chosen in Page 11, the mean of the lognormal prior seems to be deliberately chosen to tally with the MTTF of the data. If this is the case, the data are used twice (for prior selection and for the likelihood), and the estimation errors of the parameters and reliability quantities will be underestimated.

Plot prior and posterior for hyperparameters. Redo analysis with double scale on the hyperparameters (1 run). (Eric)

1. The proposed estimation procedure is applied to the HDD failure data, but the small sample performance should be verified using simulation. Personally, I am interested in the following questions that may require simulation verification: (i) what is the performance of MCMC in the Bayesian computation? There are five parameters in the model, and the convergence can be an issue when implementing MCMC. The authors used the Gelman-Rubin’s potentialscale reduction factor in the data analysis for diagnostics and it didn’t indicate problems for this dataset. However, this is partially because the mean of the prior is not very different from the posterior mean. A simulation may be needed to provide insights on the effect of prior selection on the convergence. For example, when the mean of these lognormal priors are fixed at 1, or when an improper uniform distribution is used, then what is the convergence behavior? (ii) What is the performance of the model selection method using the estimated elpd?

We do some simulation with a single population, if need be.

1. In Bayesian model selection, a popular method is the Bayesian factor. The authors may discuss why elpd is preferred in the HDD data analysis.

I think we can get the Bayes factors from the posterior and check. Bayes factors are sensitive to the choice of prior though. (Colin) Related to Review #1’s comment about model complexity.

1. In addition to the HDD data, the authors may like to discuss to what kinds of products the proposed model is applicable. The current methodological development centers around the HDD data and does not look generic.

Incorporate cover letter material into introduction. (Colin)

Editor’s comment:

1. In addition to the comments from the Referees and AE, I have a comment of my own that I would like you to address in the revision:  On page 7 you point out how your GLFP model can be viewed as a mixture of two distributions F2 and 1-(1-F1)(1-F2). What are the pros/cons of this particular mixture vs. a mixture of any two distributions, e.g., two Weibull distributions with different modes?  Allowing a mixture of any two survival distributions would be more general. Is the main advantage of your particular mixture that it leads to more tractable analyses? If so, how important is this, considering that you are using MCMC anyway?  Or does your particular mixture have some physical justification that suggests it might fit many real data sets? Please include some discussion on this to convince readers that the route you are taking is the best route.

This particular mixture has a meaningful interpretation and avoids “label-switching” from non-identifiability of the two failure modes that would be present in a general mixture.