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# Introduction

In this project, we’ll test six different models to see which one performs better, and we espcially want to analyse whether advanced deep learning models perform better than simple models. We’ll analyse Airbnb prices in Stockholm, Sweden, where we’ll include numeric, categorical and text data.

# Data desciption

We got our data over Airbnb rooms from <https://www.kaggle.com/liubacuzacov/stockholm-sweden-airbnb-listings>. They got their data from <http://insideairbnb.com/get-the-data.html>. Here we load two different files, one for listings details and one for reviews. The one with listings details contains around 7800 observations and 106 variables. The one with reviews has around 119000 observations, and therefore we had to cut it down, but more on that later.

# Data cleaning

Before starting working on the models, we have to do some data cleaning.

## Load libaries

We start by cleaning the environment.

#Cleaning the environment  
rm(list=ls())

And then we’ll import Keras, which is essential for the anaysis. You have to use “install\_keras” if you’re installing Keras for the first time.

#devtools::install\_github("rstudio/keras", force = TRUE)  
#library(keras)  
#install\_keras()

And then we’ll load a bunch of other packages.

#Loading packages  
if (!require("pacman")) install.packages("pacman")

## Loading required package: pacman

pacman::p\_load(knitr,  
 readr,  
 rmarkdown,   
 tidyverse,  
 tidytext,  
 dplyr,  
 broom,  
 keras,  
 drat,  
 reticulate,  
 caret,  
 textstem,  
 recipes,  
 MLmetrics,  
 e1071,  
 GGally,  
 ranger,  
 nnet  
 )

## Data

<<<<<<< HEAD And now we can download the data from our own Github ======= Now we can download the data from the Github. >>>>>>> 733676b31d6153d3bfc0cf177023361535cbf5bb

listings = read\_csv("https://raw.githubusercontent.com/emmamunk/M3-miniproject/master/listings\_detailed.csv")

## Parsed with column specification:  
## cols(  
## .default = col\_character(),  
## id = col\_double(),  
## scrape\_id = col\_double(),  
## last\_scraped = col\_date(format = ""),  
## thumbnail\_url = col\_logical(),  
## medium\_url = col\_logical(),  
## xl\_picture\_url = col\_logical(),  
## host\_id = col\_double(),  
## host\_since = col\_date(format = ""),  
## host\_is\_superhost = col\_logical(),  
## host\_listings\_count = col\_double(),  
## host\_total\_listings\_count = col\_double(),  
## host\_has\_profile\_pic = col\_logical(),  
## host\_identity\_verified = col\_logical(),  
## neighbourhood\_group\_cleansed = col\_logical(),  
## latitude = col\_double(),  
## longitude = col\_double(),  
## is\_location\_exact = col\_logical(),  
## accommodates = col\_double(),  
## bathrooms = col\_double(),  
## bedrooms = col\_double()  
## # ... with 40 more columns  
## )

## See spec(...) for full column specifications.

reviews = read\_csv("https://raw.githubusercontent.com/emmamunk/M3-miniproject/master/reviews\_detailed.csv")

## Parsed with column specification:  
## cols(  
## listing\_id = col\_double(),  
## id = col\_double(),  
## date = col\_date(format = ""),  
## reviewer\_id = col\_double(),  
## reviewer\_name = col\_character(),  
## comments = col\_character()  
## )

After loading reviews, we had to cut it, as we had problems running some models with this much data. To get a samlpe, which wouldn’t be biased, we choose the year 2015, as this year was around 10000 observations. We have to assume that this is representative for all reviews, as the models cannot run if we do it with all years.

reviews = reviews %>% mutate(year = str\_detect(date, pattern = "2015")) %>% filter(year == TRUE) %>% select(c(-year))

## Data preprocessing

In the variable listings, there’s a lof of variables. We have choosen some of them, here id, zipcode, room type, accommodates, bathrooms, bedrooms, number of reviews, guist included and review score rating. We have choosen these, as we think these will help with the understanding of how price is defined. We have to make them all numeric and binary, as we’ll have problems further in the assignment if we have categorically variables.

listings = listings %>% select(c(id, price, zipcode, room\_type, accommodates, bathrooms, bedrooms, number\_of\_reviews, guests\_included, review\_scores\_rating))

### Airbnb price

Our dependent variables is Airbnb price. We have choosen to look at a Classification problem to see how good the models will perform in predicting the price of a room, where price is categorized into six classes.

The first thing, we’ll do is making the price numeric and removing the dollar sign in front of it.

listings$price = as.numeric(gsub('[$,]', '', listings$price))

In this project, we want to look at catogorical variables. Here we set the max price to 5500 dollars and split by 500, so we’ll get 11 intervals. We had some outliers with higher prices, but they only had 1 or 2 observations, so we decided to remove them. We removed outliers, where the maximum price is 5500 dollars.

listings$price\_intervals = cut(listings$price, c(0, seq(500, 5500, by=500)))

Adn then we’ll make the price intervals numeric.

listings$price\_intervals = as.numeric(listings$price\_intervals)

And now we have to change the names, as the models will not run to names, unfortunately. therefore we made two different new variables, one where they are classified as letters, running from A to F. And after that we made six classes running from number 1 to 6. Here everything above 3000 dollars is classified as F and 6, as the classes got smaller and smaller. We still have a very biased data set, where class 2 or B hav around 41 percent of the data, which may cause our models to perform worse compared to if it was equally distributed. First the price interval as letters.

#Price intervals as letters  
listings$price\_intervals\_ml[listings$price\_intervals == "1"] = "A"

## Warning: Unknown or uninitialised column: 'price\_intervals\_ml'.

listings$price\_intervals\_ml[listings$price\_intervals == "2"] = "B"  
listings$price\_intervals\_ml[listings$price\_intervals == "3"] = "C"  
listings$price\_intervals\_ml[listings$price\_intervals == "4"] = "D"  
listings$price\_intervals\_ml[listings$price\_intervals == "5"] = "E"  
listings$price\_intervals\_ml[listings$price\_intervals == "6"] = "F"  
listings$price\_intervals\_ml[listings$price\_intervals == "7"] = "F"  
listings$price\_intervals\_ml[listings$price\_intervals == "8"] = "F"  
listings$price\_intervals\_ml[listings$price\_intervals == "9"] = "F"  
listings$price\_intervals\_ml[listings$price\_intervals == "10"] = "F"  
listings$price\_intervals\_ml[listings$price\_intervals == "11"] = "F"

And then as numbers.

#Price intervals as numbers  
listings$price\_intervals\_nlp[listings$price\_intervals == "1"] = 1

## Warning: Unknown or uninitialised column: 'price\_intervals\_nlp'.

listings$price\_intervals\_nlp[listings$price\_intervals == "2"] = 2  
listings$price\_intervals\_nlp[listings$price\_intervals == "3"] = 3  
listings$price\_intervals\_nlp[listings$price\_intervals == "4"] = 4  
listings$price\_intervals\_nlp[listings$price\_intervals == "5"] = 5  
listings$price\_intervals\_nlp[listings$price\_intervals == "6"] = 6  
listings$price\_intervals\_nlp[listings$price\_intervals == "7"] = 6  
listings$price\_intervals\_nlp[listings$price\_intervals == "8"] = 6  
listings$price\_intervals\_nlp[listings$price\_intervals == "9"] = 6  
listings$price\_intervals\_nlp[listings$price\_intervals == "10"] = 6  
listings$price\_intervals\_nlp[listings$price\_intervals == "11"] = 6

And now we can remove price intervals and price.

listings = listings %>% select(c(-price\_intervals, -price))

### Zipcode

As with price, we’ll make the zipcodes numeric.

listings$zipcode = as.numeric(gsub('[ ]', '', listings$zipcode))

## Warning: NAs introduced by coercion

And then we can remove NA’s as we will not do more data manipulation for now. Then we can describe the variables more presicely.

listings = na.omit(listings)

### Room type

There is all in all four different types of rooms, but shared rooms and hotel rooms were very small combined, so we decided only to look at entire home/apartments or private room combined with shared rooms and hotel rooms, and define the variable as a binary variable. Here entire home/apartment is equal to 1 and private room, hotel room or shared room is equal to 0. And now we can define the binary room type.

listings$room\_type = ifelse(listings$room\_type == "Entire home/apt", 1, 0)

And look at the distibution.

table(listings$room\_type)

##   
## 0 1   
## 1035 4707

Here we can see that 4707 of the rooms are entire houses or apartments, while 979 are

listings = na.omit(listings)

### Accommodates

Accomoodates describe how many people the place is for.

table(listings$accommodates)

##   
## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16   
## 341 2293 964 1103 462 353 97 75 19 14 6 4 1 3 2 5

It goes from 1 to 16, where most have 2-4 people.

### Bathrooms

Bathrooms describe the number of bathrooms available.

table(listings$bathrooms)

##   
## 0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5   
## 8 22 4452 687 448 68 44 6 1 2 4

Number of bathrooms goes from 0 to 5, where most have 1 bathrooms.

### Bedrooms

Bedrooms describe the number of bedrooms available.

table(listings$bedrooms)

##   
## 0 1 2 3 4 5 6 10   
## 603 3365 958 519 234 51 10 2

Number of bathrooms goes from 0 to 10, where most have 1 bedrooms.

### Number of reviews

Number of reviews describe the number of reviews given.

table(listings$number\_of\_reviews)

##   
## 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20   
## 606 549 449 366 338 281 260 197 176 161 154 153 115 106 82 92 83 84 60 59   
## 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40   
## 57 58 53 42 57 31 39 43 34 26 37 29 22 26 21 18 23 24 18 25   
## 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60   
## 14 14 18 17 17 16 12 10 23 8 12 14 17 11 11 7 9 10 6 10   
## 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 76 77 78 79 80   
## 16 9 11 5 5 6 10 6 5 4 8 7 9 6 10 8 6 9 5 5   
## 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100   
## 8 2 2 6 5 5 8 4 2 6 5 5 3 2 7 2 3 2 5 1   
## 101 102 103 104 105 106 107 108 109 110 111 112 115 116 117 118 119 121 122 123   
## 2 2 7 6 3 5 3 1 5 2 2 1 1 3 5 1 5 3 5 3   
## 125 126 127 129 132 133 134 135 136 137 139 141 142 145 146 147 148 150 152 153   
## 2 1 6 2 1 2 1 4 1 4 2 3 2 1 2 2 1 3 1 1   
## 155 157 160 161 163 164 165 166 167 168 170 171 173 174 175 176 177 178 183 184   
## 1 2 1 1 1 2 1 2 1 1 1 1 3 1 1 1 1 1 2 1   
## 186 189 190 192 193 195 196 203 204 205 206 207 208 209 211 212 224 226 227 229   
## 1 1 1 2 2 2 2 1 2 1 1 1 1 1 1 1 1 2 1 1   
## 230 236 240 241 242 247 249 254 255 257 262 266 269 278 279 283 284 286 287 290   
## 1 1 1 1 1 1 1 1 1 2 1 2 1 2 1 1 1 1 1 1   
## 297 301 302 304 306 309 310 348 367 376 398 404 421 425 435 473 508   
## 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

As seen the number of reviews goes from 1 to 508, where it slowly decreases from 1 and forward.

### Guest included

Guest included describes number of guest included in the price.

table(listings$guests\_included)

##   
## 1 2 3 4 5 6 7 8 9 10 16   
## 4329 908 146 223 70 40 9 12 2 2 1

Number of bathrooms goes from 1 to 16, where most have 1 guest included.

### Review scores rating

Review scores rating describes a score rating going from 0 to 100, where people could rate the rented rooms/houses.

table(listings$review\_scores\_rating)

##   
## 20 40 55 60 63 66 67 70 71 73 74 75 76 77 78 79   
## 4 5 1 30 1 1 1 13 1 12 1 4 4 4 6 2   
## 80 81 82 83 84 85 86 87 88 89 90 91 92 93 94 95   
## 179 1 6 20 31 39 28 72 76 71 244 122 128 306 229 332   
## 96 97 98 99 100   
## 378 433 494 228 2235

Number of bathrooms goes from 40 to 100, where 100 is the most common, which is a bit odd.

### Id

Here the number of identifikation numbers for the Airbnb rooms/apartments. Before any data cleaning and manipulations, there’s 7854 identifation numbers. In the end there’s 5742 back.

### Correlation

Now, we want to run a correlation matrix of the different variables to see how much the correlate.

ggcorr(listings)

## Warning in ggcorr(listings): data in column(s) 'price\_intervals\_ml' are not  
## numeric and were ignored
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Here, it’s especially interesting to see what variables price is correlated with. Here, especially accommodates and bedrooms are highly positive correlated and zipcode and number of reviews are slightly negative correlated. And now we can run how the listings look like. Here there’s 5686 observatiosna and 13 variables, where some will be removed later on, but this is simple the easiest thing for us to keep them.

listings

## # A tibble: 5,742 x 11  
## id zipcode room\_type accommodates bathrooms bedrooms number\_of\_revie~  
## <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 42808 11347 0 2 1 1 64  
## 2 53895 12838 0 2 1 1 7  
## 3 145320 11853 0 2 1 1 72  
## 4 155685 11739 1 2 1 2 22  
## 5 164448 11864 0 2 1 1 304  
## 6 170651 11737 1 4 1 1 32  
## 7 206221 11639 0 2 1 1 78  
## 8 220851 11341 0 1 1 1 45  
## 9 242188 11864 0 1 1 1 286  
## 10 259025 16371 0 1 1 1 60  
## # ... with 5,732 more rows, and 4 more variables: guests\_included <dbl>,  
## # review\_scores\_rating <dbl>, price\_intervals\_ml <chr>,  
## # price\_intervals\_nlp <dbl>

# Supervised machine learning

We’ll start by applying supervised machine learning from M1. We really want to see how well simple models perform against more complex models, and therefore it’s interesting to start with the decision tree and the random forest to see how good they perform. Our benchmark is 41 percent, as that is what we get if you guess everything in class 2 or class B.

## Training and test data set

Here, we want to look at the listing and we’re choosing not to look at id and price intrvals for nlp.

listings\_ml = listings %>% select(c(-id, -price\_intervals\_nlp))

We’ll start by splitting the data into test and training. Here, we’re doing a 75 percent split for the training data and a 25 percent split for the test data.

index = createDataPartition(y = listings\_ml$price\_intervals\_ml, p = 0.75, list = FALSE)  
  
training = listings\_ml[index,]   
test = listings\_ml[-index,]

Here, we’re using the recipes package. It lets you conveniently define a recipe of standard ML preprocessing tasks. Afterwards, we can just can use this recipe to bake our data, meaning performing all the steps in the recipe.

reci = recipe(price\_intervals\_ml ~ ., data = training) %>%  
 step\_center(all\_numeric(), -all\_outcomes()) %>%   
 step\_scale(all\_numeric(), -all\_outcomes()) %>%   
 step\_zv(all\_predictors())  
  
reci = reci %>% prep(data = training)

Now we just split again in predictors and outcomes, bake it all, and we are good to go.

x\_train = bake(reci, new\_data = training) %>% select(-price\_intervals\_ml)   
y\_train = training %>% pull(price\_intervals\_ml) %>% as.factor()  
  
x\_test = bake(reci, new\_data = test) %>% select(-price\_intervals\_ml)   
y\_test = test %>% pull(price\_intervals\_ml) %>% as.factor()

We now define a trainControl() object.

ctrl = trainControl(method = "cv",   
 number = 10,   
 classProbs = TRUE,   
 savePredictions = TRUE,   
 summaryFunction = multiClassSummary,   
 verboseIter = FALSE,  
 adaptive = list(min = 3,   
 alpha = 0.05,   
 method = "gls",   
 complete = TRUE),  
 search = "random" )  
  
metric = "Accuracy"   
n\_tune = 10

And then we can train our models

## Decision tree

We start with a decision tree, where we’re applying our trainObject().

fit\_dt = train(x = x\_train,   
 y = y\_train,   
 trControl = ctrl,   
 metric = metric,  
 tuneLength = n\_tune,  
 method = "rpart")

## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.  
  
## Warning: Setting row names on a tibble is deprecated.

## Warning in nominalTrainWorkflow(x = x, y = y, wts = weights, info = trainInfo, :  
## There were missing values in resampled performance measures.

## Warning: Setting row names on a tibble is deprecated.

Adn then printing it for

.

fit\_dt

## CART   
##   
## 4308 samples  
## 8 predictor  
## 6 classes: 'A', 'B', 'C', 'D', 'E', 'F'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 3877, 3878, 3876, 3876, 3876, 3878, ...   
## Resampling results across tuning parameters:  
##   
## cp logLoss AUC prAUC Accuracy Kappa   
## 0.0000000000 3.608627 0.7389378 0.34644277 0.4786342 0.27290763  
## 0.0004483551 2.799002 0.7476383 0.34074763 0.4876927 0.28159257  
## 0.0004903884 2.799002 0.7476383 0.34074763 0.4876927 0.28159257  
## 0.0005884661 2.684457 0.7482026 0.34079285 0.4944191 0.28719506  
## 0.0007846214 2.451604 0.7540920 0.34093624 0.5006907 0.29370157  
## 0.0025107885 1.360958 0.7603573 0.30755631 0.5076469 0.27874873  
## 0.0047077285 1.312556 0.7402388 0.28156000 0.5046387 0.26546082  
## 0.0094154570 1.274175 0.7345773 0.20418022 0.4886121 0.24885082  
## 0.0145154963 1.277075 0.7298926 0.15933456 0.4772475 0.23591142  
## 0.0784621420 1.438606 0.5618964 0.02256142 0.4303762 0.07530415  
## Mean\_F1 Mean\_Sensitivity Mean\_Specificity Mean\_Pos\_Pred\_Value  
## 0.3852514 0.3594841 0.8778500 0.4020940   
## 0.3776557 0.3642929 0.8790554 0.4011407   
## 0.3776557 0.3642929 0.8790554 0.4011407   
## 0.3765871 0.3651673 0.8799131 0.4033260   
## 0.3756766 0.3678101 0.8809159 0.4055701   
## 0.3750707 0.3404395 0.8779774 0.4204441   
## 0.3617768 0.3215076 0.8757063 0.4955410   
## NaN 0.3006919 0.8734020 NaN   
## NaN 0.2883202 0.8711985 NaN   
## NaN 0.2107598 0.8432696 NaN   
## Mean\_Neg\_Pred\_Value Mean\_Precision Mean\_Recall Mean\_Detection\_Rate  
## 0.8796684 0.4020940 0.3594841 0.07977237   
## 0.8818768 0.4011407 0.3642929 0.08128212   
## 0.8818768 0.4011407 0.3642929 0.08128212   
## 0.8837203 0.4033260 0.3651673 0.08240319   
## 0.8855488 0.4055701 0.3678101 0.08344845   
## 0.8902090 0.4204441 0.3404395 0.08460782   
## 0.8895879 0.4955410 0.3215076 0.08410646   
## 0.8849673 NaN 0.3006919 0.08143536   
## 0.8802895 NaN 0.2883202 0.07954124   
## 0.8544103 NaN 0.2107598 0.07172937   
## Mean\_Balanced\_Accuracy  
## 0.6186671   
## 0.6216741   
## 0.6216741   
## 0.6225402   
## 0.6243630   
## 0.6092084   
## 0.5986070   
## 0.5870470   
## 0.5797593   
## 0.5270147   
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final value used for the model was cp = 0.002510789.

For we can see that the accuracy is between 0.47 and 0.507, which isn’t good, but is alright. Our goal is to beat 0.41.

## Random Forest

Let’s now run a Random Forest.

fit\_rf <- train(x = x\_train,   
 y = y\_train,   
 trControl = ctrl,   
 metric = metric,  
 tuneLength = n\_tune,  
 method = "ranger",   
 importance = "impurity",  
 num.trees = 25  
 )
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## Warning in nominalTrainWorkflow(x = x, y = y, wts = weights, info = trainInfo, :  
## There were missing values in resampled performance measures.

## Warning: Setting row names on a tibble is deprecated.

Adn print it.

fit\_rf

## Random Forest   
##   
## 4308 samples  
## 8 predictor  
## 6 classes: 'A', 'B', 'C', 'D', 'E', 'F'   
##   
## No pre-processing  
## Resampling: Cross-Validated (10 fold)   
## Summary of sample sizes: 3877, 3876, 3878, 3877, 3877, 3878, ...   
## Resampling results across tuning parameters:  
##   
## min.node.size mtry splitrule logLoss AUC prAUC Accuracy   
## 2 2 extratrees 1.217142 0.7918279 0.3900967 0.5044240  
## 3 5 gini 2.277244 0.7758509 0.3810789 0.4983716  
## 8 4 gini 1.618687 0.7889622 0.3943604 0.5027810  
## 12 1 gini 1.192715 0.8000897 0.3887409 0.5062774  
## 17 7 extratrees 1.424271 0.7943768 0.3931011 0.5041839  
## 18 6 gini 1.430489 0.7972177 0.3955844 0.5053278  
## 18 8 extratrees 1.444485 0.7955334 0.3967212 0.5060298  
## 20 5 gini 1.336729 0.7989785 0.4017759 0.5162553  
## 20 7 extratrees 1.396776 0.7973369 0.3965958 0.5109054  
## 20 8 gini 1.443464 0.7958791 0.3957133 0.5034787  
## Kappa Mean\_F1 Mean\_Sensitivity Mean\_Specificity Mean\_Pos\_Pred\_Value  
## 0.2819461 0.3838428 0.3572520 0.8784246 0.4284999   
## 0.3017848 0.4018261 0.3875825 0.8825909 0.4247131   
## 0.3000102 0.3958706 0.3807449 0.8820595 0.4594244   
## 0.2641097 NaN 0.3225217 0.8749698 0.4275974   
## 0.2971056 0.3928095 0.3709722 0.8812557 0.4439987   
## 0.3031571 0.3911190 0.3780479 0.8826748 0.4475499   
## 0.3009028 0.4047460 0.3753501 0.8820667 0.4380379   
## 0.3164366 0.4031322 0.3829712 0.8848503 0.4292389   
## 0.3065405 0.4087843 0.3779932 0.8829416 0.4283182   
## 0.3019837 0.3921770 0.3744208 0.8826465 0.4286479   
## Mean\_Neg\_Pred\_Value Mean\_Precision Mean\_Recall Mean\_Detection\_Rate  
## 0.8874319 0.4284999 0.3572520 0.08407066   
## 0.8849971 0.4247131 0.3875825 0.08306193   
## 0.8857334 0.4594244 0.3807449 0.08379684   
## 0.8902591 0.4275974 0.3225217 0.08437957   
## 0.8858260 0.4439987 0.3709722 0.08403065   
## 0.8864170 0.4475499 0.3780479 0.08422130   
## 0.8865152 0.4380379 0.3753501 0.08433830   
## 0.8892054 0.4292389 0.3829712 0.08604256   
## 0.8876973 0.4283182 0.3779932 0.08515091   
## 0.8859278 0.4286479 0.3744208 0.08391311   
## Mean\_Balanced\_Accuracy  
## 0.6178383   
## 0.6350867   
## 0.6314022   
## 0.5987457   
## 0.6261139   
## 0.6303613   
## 0.6287084   
## 0.6339107   
## 0.6304674   
## 0.6285336   
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were mtry = 5, splitrule = gini  
## and min.node.size = 20.

Here the accuracy is between 0.477 and 0.507, which is much like the Decision Tree.

## Evaluation of Supervised Machine Learning via final out-of-sample prediction

Now we have to test how well is does on the test data. First for the Decision Tree.

pred\_dt = predict(fit\_dt, newdata = x\_test)

And let’s print a confusion matrix.

confusionMatrix(pred\_dt, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E F  
## A 137 33 5 1 1 2  
## B 108 506 234 63 14 9  
## C 1 31 45 41 17 11  
## D 0 14 27 37 14 18  
## E 0 0 0 0 0 0  
## F 0 2 7 23 10 23  
##   
## Overall Statistics  
##   
## Accuracy : 0.5216   
## 95% CI : (0.4954, 0.5478)  
## No Information Rate : 0.4086   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.2955   
##   
## Mcnemar's Test P-Value : < 2.2e-16   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E Class: F  
## Sensitivity 0.55691 0.8635 0.14151 0.22424 0.00000 0.36508  
## Specificity 0.96465 0.4953 0.90950 0.94247 1.00000 0.96937  
## Pos Pred Value 0.76536 0.5418 0.30822 0.33636 NaN 0.35385  
## Neg Pred Value 0.91315 0.8400 0.78804 0.90332 0.96095 0.97078  
## Prevalence 0.17155 0.4086 0.22176 0.11506 0.03905 0.04393  
## Detection Rate 0.09554 0.3529 0.03138 0.02580 0.00000 0.01604  
## Detection Prevalence 0.12483 0.6513 0.10181 0.07671 0.00000 0.04533  
## Balanced Accuracy 0.76078 0.6794 0.52550 0.58336 0.50000 0.66722

Here the accuracy is slightly better than the training, going up to 0.526. Let’s chech the Random Forest.

pred\_rf = predict(fit\_rf, newdata = x\_test)

Adn again print a confusion matrix.

confusionMatrix(pred\_rf, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E F  
## A 165 57 6 2 1 1  
## B 77 408 184 41 9 6  
## C 3 105 81 46 19 12  
## D 1 16 41 55 18 22  
## E 0 0 0 3 1 3  
## F 0 0 6 18 8 19  
##   
## Overall Statistics  
##   
## Accuracy : 0.5084   
## 95% CI : (0.4821, 0.5346)  
## No Information Rate : 0.4086   
## P-Value [Acc > NIR] : 1.628e-14   
##   
## Kappa : 0.308   
##   
## Mcnemar's Test P-Value : 1.845e-12   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E Class: F  
## Sensitivity 0.6707 0.6962 0.25472 0.33333 0.0178571 0.30159  
## Specificity 0.9436 0.6262 0.83423 0.92277 0.9956459 0.97666  
## Pos Pred Value 0.7112 0.5628 0.30451 0.35948 0.1428571 0.37255  
## Neg Pred Value 0.9326 0.7489 0.79709 0.91413 0.9614576 0.96819  
## Prevalence 0.1715 0.4086 0.22176 0.11506 0.0390516 0.04393  
## Detection Rate 0.1151 0.2845 0.05649 0.03835 0.0006974 0.01325  
## Detection Prevalence 0.1618 0.5056 0.18550 0.10669 0.0048815 0.03556  
## Balanced Accuracy 0.8072 0.6612 0.54447 0.62805 0.5067515 0.63912

A bit worse, bu much like the Decision Tree.

# Simple Neural Network

Now we want to check how well a Simple Neural Network will do. This is the simplest neural network, you can do.

fit.nnet = train(price\_intervals\_ml ~ ., training,   
 method='nnet',   
 trace = FALSE)

Adn let’s print it.

fit.nnet

## Neural Network   
##   
## 4308 samples  
## 8 predictor  
## 6 classes: 'A', 'B', 'C', 'D', 'E', 'F'   
##   
## No pre-processing  
## Resampling: Bootstrapped (25 reps)   
## Summary of sample sizes: 4308, 4308, 4308, 4308, 4308, 4308, ...   
## Resampling results across tuning parameters:  
##   
## size decay Accuracy Kappa   
## 1 0e+00 0.4103798 0.000000e+00  
## 1 1e-04 0.4103798 0.000000e+00  
## 1 1e-01 0.4435146 1.096845e-01  
## 3 0e+00 0.4103798 0.000000e+00  
## 3 1e-04 0.4103798 0.000000e+00  
## 3 1e-01 0.4588194 1.628032e-01  
## 5 0e+00 0.4103546 -3.316069e-05  
## 5 1e-04 0.4135437 1.071965e-02  
## 5 1e-01 0.4700498 1.992501e-01  
##   
## Accuracy was used to select the optimal model using the largest value.  
## The final values used for the model were size = 5 and decay = 0.1.

Overall, this is really performing well.

## Evaluation of Simple Neural Network via final out-of-sample prediction

Let’s see how well it does on the test data.

pred\_nnet = predict(fit.nnet, newdata = x\_test)

Adn we’ll again print a confusion matrix.

confusionMatrix(pred\_nnet, y\_test)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction A B C D E F  
## A 120 163 70 40 8 4  
## B 4 37 52 46 11 19  
## C 0 8 3 7 11 6  
## D 122 378 192 72 26 34  
## E 0 0 1 0 0 0  
## F 0 0 0 0 0 0  
##   
## Overall Statistics  
##   
## Accuracy : 0.1618   
## 95% CI : (0.1431, 0.1819)  
## No Information Rate : 0.4086   
## P-Value [Acc > NIR] : 1   
##   
## Kappa : -0.0077   
##   
## Mcnemar's Test P-Value : NA   
##   
## Statistics by Class:  
##   
## Class: A Class: B Class: C Class: D Class: E Class: F  
## Sensitivity 0.48780 0.06314 0.009434 0.43636 0.0000000 0.00000  
## Specificity 0.76010 0.84434 0.971326 0.40741 0.9992743 1.00000  
## Pos Pred Value 0.29630 0.21893 0.085714 0.08738 0.0000000 NaN  
## Neg Pred Value 0.87755 0.56601 0.774839 0.84754 0.9609211 0.95607  
## Prevalence 0.17155 0.40865 0.221757 0.11506 0.0390516 0.04393  
## Detection Rate 0.08368 0.02580 0.002092 0.05021 0.0000000 0.00000  
## Detection Prevalence 0.28243 0.11785 0.024407 0.57462 0.0006974 0.00000  
## Balanced Accuracy 0.62395 0.45374 0.490380 0.42189 0.4996372 0.50000

On the test data, it is performing slightly better, but not as good as the Random Forest or Decision Tree.

# NLP

## Data preprocessing

As the data is very raw and messy, we now want to do some cleaning. We remove everything that isn’t normal letters. Which is special characters, numbers and etc. Furthermore we will set all letters from the comments column to lower case.

To clean up the data we are using lemmatization. The purpose of this is to not only analyze the exact word strings in the reviews, as this would include several possible forms of the words used. F. ex. think and thought. Instead we want to merge all possible forms of a word into it’s root word. Lemmatization try and do so, by using detailed dictionaries which the algorithm looks trough to link a given word string back to it’s root word. This is a more advanced method than stemming and should be beneficial in this report.

#Unnest the comments and lemmatize the words  
reviews\_tidy <- reviews %>%   
 unnest\_tokens(word, comments) %>%   
 count(listing\_id, word, sort = TRUE) %>%   
 mutate(word = lemmatize\_words(word))  
  
#Defining the number of times a word is used the comments  
reviews\_tidy %>%  
 count(word, sort = TRUE)

## # A tibble: 22,861 x 2  
## word n  
## <chr> <int>  
## 1 be 4066  
## 2 have 1874  
## 3 good 1760  
## 4 a 1650  
## 5 stay 1606  
## 6 the 1096  
## 7 and 1073  
## 8 walk 1065  
## 9 place 1047  
## 10 recommend 1030  
## # ... with 22,851 more rows

#Defining own stopwords, that isn't relevant for the analysis  
own\_stopwords <- tibble(c("2","10","5","7","3","15"),  
 lexicon = "OWN")  
#Removing theese homemade stopwords, but also cleaning for general stopwords such as the, as, a and etc.  
reviews\_tidy = reviews\_tidy %>%  
 anti\_join(stop\_words %>% bind\_rows(own\_stopwords), by = "word")  
  
#Removing all numbers and special characters and removing words who only contain one letter  
reviews\_tidy = reviews\_tidy %>%  
 mutate(word = word %>% str\_remove\_all("[^[:alnum:]]") ) %>%  
 mutate(word = word %>% str\_remove\_all("[^a-zA-Z]")) %>%  
 filter(str\_length(word) > 1)

After cleaning up the data, we can now look at which words are most represented in the comments. To do this we define a variable called topwords, which will be used to visualize it through a table.

#Defining the the topwords after cleaning  
topwords <- reviews\_tidy %>%  
 count(word, sort = TRUE)  
  
#Table of topwords  
topwords %>%  
 top\_n(20, n) %>%  
 ggplot(aes(x = word %>% fct\_reorder(n), y = n)) +  
 geom\_col() +  
 coord\_flip() +  
 labs(title = "Word Counts",  
 x = "Frequency",  
 y = "Top Words")
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We see that the individual tokens that are most frequent are words such as “apartment”, “stockholm” or names such as “clean”, “comfortable”, which describes how the Airbnb home is.

## Sentiment analysis

Sentiment analysis refers to a use of text analysis to extract and identify subjective information, where it analyzises whether the words are positive or negative. In this section, we will be doing two sentiment analysis, first by identifying positive and negative words using the bing lexicon and after this using the afinn lexicon.

### Bing

We wil start with the Bing lexicon. The Bing lexicon categorizes words in a binary fashion as positive or negative with no weighting. Here, we are using the function get\_sentiment to get a specific sentiment lexicon and inner\_join to join the lexicon with tokenized data.

Now we are plotting a word count, grouped by sentiment, showing the 10 most frequent negative and positive words.

sentiment\_bing = reviews\_tidy %>% inner\_join(get\_sentiments("bing"))

## Joining, by = "word"

sentiment\_analysis <- sentiment\_bing %>%   
 filter(sentiment %in% c("positive", "negative"))  
#Calculating the number of words in each sentiment  
word\_counts <- sentiment\_analysis %>%  
count(word, sentiment) %>%  
group\_by(sentiment) %>%  
top\_n(10, n) %>%  
ungroup() %>%  
mutate(  
word2 = fct\_reorder(word, n))  
  
#Plotting the two sentiment with their respective words  
ggplot(word\_counts, aes(x = word2, y = n, fill = sentiment)) +  
geom\_col(show.legend = FALSE) +  
facet\_wrap(~ sentiment, scales ="free") +  
coord\_flip() +  
labs(title ="Sentiment Word Counts",x ="Words")

![](data:image/png;base64,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)

We see that in general that negative words aren’t represented so much as the positive words in the Airbnb comments. Which seems kind odd, then comparing to the expectation beforehand.

# A Simple Recurrent Neural Network model

We start by changing the name of id in listings

listings = listings %>% rename(listing\_id = id)

And then we can leftjoin the two data sets, here reviews and listings.

data = left\_join(reviews, listings, by = "listing\_id")

And then we can select to lok at listing id, price intervals and comments.

data = data %>% select(comments, price\_intervals\_nlp, listing\_id) %>% na.omit()

Then we can split the datset into test and training, here 25 percent and 75 percent.

index1 = createDataPartition(y = data$price\_intervals\_nlp, p = 0.75, list = FALSE)  
  
training = data[index1,]  
test = data[-index1,]

As the data is very raw and messy, we now want to do some cleaning. We remove everything that isn’t normal letters. Which is special characters, numbers and etc. Furthermore we will set all letters from the comments column to lower case.

To clean up the data we are using lemmatization. The purpose of this is to not only analyze the exact word strings in the reviews, as this would include several possible forms of the words used. F. ex. think and thought. Instead we want to merge all possible forms of a word into it’s root word. Lemmatization try and do so, by using detailed dictionaries which the algorithm looks trough to link a given word string back to it’s root word. This is a more advanced method than stemming and should be beneficial in this report.

# Training data  
training\_tidy = training %>%   
 unnest\_tokens(word, comments) %>%   
 count(listing\_id, word, sort = TRUE) %>%   
 mutate(word = lemmatize\_words(word)) %>%   
 mutate(word = word %>% str\_remove\_all("[^[:alnum:]]") ) %>%  
 mutate(word = word %>% str\_remove\_all("[^a-zA-Z]")) %>%  
 filter(str\_length(word) > 1) %>%   
 anti\_join(stop\_words %>% bind\_rows(own\_stopwords), by = "word")  
  
#Test data  
test\_tidy = test %>%   
 unnest\_tokens(word, comments) %>%   
 count(listing\_id, word, sort = TRUE) %>%   
 mutate(word = lemmatize\_words(word)) %>%   
 mutate(word = word %>% str\_remove\_all("[^[:alnum:]]") ) %>%  
 mutate(word = word %>% str\_remove\_all("[^a-zA-Z]")) %>%  
 filter(str\_length(word) > 1) %>%   
 anti\_join(stop\_words %>% bind\_rows(own\_stopwords), by = "word")

We set max feautres to 10000, so it selects the first 10000 words.

max\_features = 10000

And then we tokenize the text by max numbers, here 10000.

tokenizer\_train = text\_tokenizer(num\_words = max\_features)

And then we fit it.

tokenizer\_train %>% fit\_text\_tokenizer(training\_tidy$word)

And then to a sequence.

text\_seqs\_train = texts\_to\_sequences(tokenizer\_train, training$comments)

And then for text.

tokenizer\_test = text\_tokenizer(num\_words = max\_features)

And again fit it.

tokenizer\_test %>% fit\_text\_tokenizer(test\_tidy$word)

And again to sequence.

text\_seqs\_test = texts\_to\_sequences(tokenizer\_test, test$comments)

Then max length of words is 100.

maxlen = 100

And then we pad the sequences.

train\_pad = pad\_sequences(text\_seqs\_train, maxlen = maxlen)  
test\_pad = pad\_sequences(text\_seqs\_test, maxlen = maxlen)

And look at the dimensions.

dim(train\_pad)

## [1] 6838 100

And then we can run the model. Here a simple RNN with some dropouts to compensate for overfitting.

model = keras\_model\_sequential() %>%  
 layer\_embedding(input\_dim = 10000, output\_dim = 100) %>%  
 layer\_simple\_rnn(units = 100) %>%  
 layer\_dropout(0.2) %>%   
 layer\_dense(units = 7, activation = "softmax")

And then we choose optimizer, loss and metrics.

model %>% compile(  
 optimizer = "rmsprop",  
 loss = "sparse\_categorical\_crossentropy",  
 metrics = "accuracy")

And then we have to tranform the price intervals to look at it as numeric.

y = as.numeric(training$price\_intervals\_nlp)  
y1 = as.numeric(test$price\_intervals\_nlp)

And then we can run the model. Batch size is how many samples to pass to our model at a time where epochs is how many times we look at the whole dataset. Here we choose 256 and 10 for it to not run forever.

trained\_model = model %>% fit(  
 x = train\_pad,   
 y = y,   
 batch\_size = 256,   
 epochs = 10,   
 validation\_split = 0.25)

Adn then we can look at how it performs.

trained\_model

## Trained on 5,128 samples (batch\_size=256, epochs=10)  
## Final epoch (plot to see history):  
## loss: 0.4039  
## accuracy: 0.8918  
## val\_loss: 2.36  
## val\_accuracy: 0.2643

It does not perform well on the validation test set, and therefore it may be overfitting. We have tried to play around with the dropout, but it still doesn’t perform better. If we had more time, it may be performing better, but only looking at reviews, can not predict the price well into six classes. At least it performs worse than our other models and it cannot beat our bench model of 41 percent.

## Evaluation of a Recurrent Neural Network via final out-of-sample prediction

Let’s look at how it performs on out-of-sample prediction.

metrics = model %>% evaluate(test\_pad, y1)

And then we can print the metrics.

metrics

## $loss  
## [1] 2.427557  
##   
## $accuracy  
## [1] 0.2296882

As expected it performs badly on the test data as well, here apround 33 percent.

# Mixed Input Model

We wanted to experiment with a mixed input model, which is a model that draws from different data sources. Here, we’re using numeric and categorical data from listings and text data from reviews. We want to make a model that combines those two. We start by defining a new data set with the variables we need. We have been using <https://keras.rstudio.com/articles/functional_api.html?fbclid=IwAR2hqL5vif6bGDF_NddwvPE5_QhXlM-bUMk75yFLAq676ipuP35sRd44_LI> as inspiration.

listings\_mim = listings  
data = left\_join(reviews, listings\_mim, by = "listing\_id")  
  
data\_mim = data %>%   
 select(c(-listing\_id, -id, -date, -reviewer\_name, -reviewer\_id, -price\_intervals\_ml)) %>%  
 na.omit()

Adn then we split the data set into test and training, here 25 percent and 75 percent. We also had to remove NA’s again.

index2 = createDataPartition(y = data\_mim$price\_intervals\_nlp, p = 0.75, list = FALSE)  
  
training = data[index2,]   
test = data[-index2,]   
  
training = na.omit(training)  
test = na.omit(test)  
  
# Price intervals (y)  
training\_price = training$price\_intervals\_nlp  
test\_price = test$price\_intervals\_nlp  
  
# Comments intervals  
training\_comments = training$comments  
test\_comments = test$comments

And now we’re going in to bake the training data for the numeric and categorical variables.

reci\_mim = recipe(price\_intervals\_ml ~ zipcode + room\_type + accommodates + bathrooms + bedrooms + number\_of\_reviews + guests\_included + review\_scores\_rating, data = training)  
  
reci\_mim = reci %>% prep(data = training)

Now we just split again in predictors and outcomes, bake it all, and we are good to go.

x\_train = bake(reci, new\_data = training) %>% select(-price\_intervals\_ml)   
y\_train = training %>% pull(price\_intervals\_ml) %>% as.factor()  
  
x\_test = bake(reci, new\_data = test) %>% select(-price\_intervals\_ml)   
y\_test = test %>% pull(price\_intervals\_ml) %>% as.factor()

We now define a trainControl() object.

ctrl = trainControl(method = "cv",   
 number = 10,   
 classProbs = TRUE,   
 savePredictions = TRUE,   
 summaryFunction = multiClassSummary,   
 verboseIter = FALSE,  
 adaptive = list(min = 3,   
 alpha = 0.05,   
 method = "gls",   
 complete = TRUE),  
 search = "random" )  
  
metric = "Accuracy"   
n\_tune = 10

Unfortunately, we did not have time to apply the tokenization from the NLP, which we guessed would have optimzed the model, so we’re just using a simple text tokenizer from the Keras package with max features of 10000.

max\_features = 10000  
tokenizer = text\_tokenizer(num\_words = max\_features,  
 filters = "!\"#$%&()\*+,-./:;<=>?@[\\]^\_`{|}~\t\n",  
 lower = TRUE, split = " ", char\_level = FALSE)

Here we update the tokenizer internal vocabulary based on training comments

keras::fit\_text\_tokenizer(tokenizer, training\_comments)

Adnt hen making it a sequence.

tweet\_tokenizer = keras::texts\_to\_sequences(tokenizer, training\_comments)

Adn then the same for the test data.

keras::fit\_text\_tokenizer(tokenizer, test\_comments)

And again, we’re making it into a sequence

tweet\_tokenizer2 = keras::texts\_to\_sequences(tokenizer, test\_comments)

And then we’re padding the sequence, here with a max length of 250 words.

x\_train\_nlp = pad\_sequences(tweet\_tokenizer, maxlen = 100)  
x\_test\_nlp = pad\_sequences(tweet\_tokenizer2, maxlen = 100)

And now we’re defining the model. Here there’s two input models, the numeric and categorical data from the listings data set with eight variables, and the text data from the reviews data set with a max length of 250. the text data will be trained a bit before in a LSTM, while the numeric data won’t. We have played around with number of dense layers and dropouts to compensate for overfitting and performance. With more time, we’re sure you could make a model that’ll perform better. For the exam, we’ll bring an image to show of the mixed input model, we didn’t have to time to make it for this.

# Numeric and categorical model  
bi\_input = layer\_input(shape = c(8))  
  
  
# Text model  
main\_input = layer\_input(shape = c(100))  
  
text\_out = main\_input %>%   
 layer\_embedding(input\_dim = 10000, output\_dim = 512, input\_length = 100) %>%   
 layer\_lstm(units = 32)  
  
# Mix layer  
main\_output = layer\_concatenate(c(text\_out, bi\_input)) %>%   
 layer\_dropout(0.5) %>%  
 layer\_dense(units = 64, activation = 'relu') %>%   
 layer\_dense(units = 64, activation = 'relu') %>%   
 layer\_dense(units = 64, activation = 'relu') %>%   
 layer\_dropout(0.5) %>%  
 layer\_dense(units = 7, activation = 'softmax')  
  
# Model  
model = keras\_model(  
 inputs = c(main\_input, bi\_input),   
 outputs = c(main\_output)  
)

Then we’ll run a summary to show.

summary(model)

## Model: "model"  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## Layer (type) Output Shape Param # Connected to   
## ================================================================================  
## input\_2 (InputLayer) [(None, 100)] 0   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## embedding\_1 (Embedding) (None, 100, 512) 5120000 input\_2[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## lstm (LSTM) (None, 32) 69760 embedding\_1[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## input\_1 (InputLayer) [(None, 8)] 0   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## concatenate (Concatenate) (None, 40) 0 lstm[0][0]   
## input\_1[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dropout\_1 (Dropout) (None, 40) 0 concatenate[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dense\_1 (Dense) (None, 64) 2624 dropout\_1[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dense\_2 (Dense) (None, 64) 4160 dense\_1[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dense\_3 (Dense) (None, 64) 4160 dense\_2[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dropout\_2 (Dropout) (None, 64) 0 dense\_3[0][0]   
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_  
## dense\_4 (Dense) (None, 7) 455 dropout\_2[0][0]   
## ================================================================================  
## Total params: 5,201,159  
## Trainable params: 5,201,159  
## Non-trainable params: 0  
## \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Adn choosing loss, optimizer and metrics.

model %>% compile(loss = 'sparse\_categorical\_crossentropy',   
 optimizer = 'RMSprop',   
 metrics = c('accuracy'))

And last we had to transform our x\_train into a matrix.

x\_train\_ma = as.matrix(x\_train)  
x\_test\_ma = as.matrix(x\_test)

And now we can run the model.

model\_mim = model %>% fit(  
 x = list(x\_train\_nlp, x\_train\_ma),  
 y = training\_price,  
 epochs = 10,  
 batch\_size = 256,  
 validation\_split = 0.25  
)

And then let’s print it

model\_mim

## Trained on 4,987 samples (batch\_size=256, epochs=10)  
## Final epoch (plot to see history):  
## loss: 0.8105  
## accuracy: 0.6972  
## val\_loss: 1.477  
## val\_accuracy: 0.371

As with the last model, it also looks like it’s overfitting. the accuracy is high, but it cannot replicate the good results for the validation, which lies at 0.43 and therefore only slightly beats out model.

## Evaluation of a Mixed Input Model via final out-of-sample prediction

And then we can test how well it performs on out test data.

metrics = model %>% evaluate(list(x\_test\_nlp, x\_test\_ma), test\_price)

And then we can print the metrics.

metrics

## $loss  
## [1] 1.474213  
##   
## $accuracy  
## [1] 0.4085193

It performs better than the only text based model, but cannot beat simpler models. With some tuning, it might perform better.

# Conclusion

Overall the models perform with an accuracy spanding from 36 percent to 52 percent. Our goal was to beat an accuracy of 41 percent as that would be the results if you classified everything as class 2.

Unfortunately the models didn’t perform as well as we thought, with the Decision Tree and Random Forest beating more complex models. Other models or finetuning of layers may change the result, but unfortunately we dind’t have time to test every model our tune our models further. It often looks like it’s overfitting, so if we could find a solution for this, the text based and deep learning models may perform better and beat out the simpler models.

We had some problems with how the distributions are. First of all, the price intervals are not equally distrbuted with class 2 being significat bigger than the rest of the groups. Ideally it should be at 16,6 percent but it takes up 41 percent. If the data was more equally distributed it may perform better. Secondly, we had to only look at the year 2015 as out models could not run, because Reviews had too much data.

Other variables may also have made out model perform better. Overall, we though it would perform better, but predicting half right for six different classes is alright.