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Summary6

The topic of multi objects tracking (MOT) is still considered an open research area (Dendorfer7

et al., 2020). Among the many available methods for this problem, it is worth mentioning8

Deep Sort (Wojke et al., 2017), where a detection and tracking steps are done in real time9

and for different types of scenes and areas (for example for pedestrians movement or for10

vehicles tracking). Another state-of-the-art method is Tracktor (Bergmann et al., 2019), where11

tracking is done by repetitive detections on all the frames in the video.12

The importance of the problem comes from its many applications, for example self-driving cars13

software, traffic analysis, or general surveillance applications.14

Unfortunately, due to the variety of scenes and contexts and due to the time constrains that15

are needed for some applications, there is no one general solution capable of working perfectly16

for all cases.17

For example, between the two cases of a moving camera recording side view road traffic, and18

a drone camera recording from above, there are many different challanges that should be19

addressed for each case. Developing one method for both cases, will make this method less20

effective for addressing each case problems alone.21

OfflineMOT, the package introduced here, tries to provide a solution to a more restricted22

problem, namely bird’s eye stationary videos without real-time condition. It applies mainly23

three techniques for detection and tracking on three different priority levels. Below they are24

listed from lowest to highest.25

• The first level is background subtraction. It is a fast method to find what pixels have26

changed in the image (the forground), and this is possible because of the stationary27

condition. Otherwise, if the drone’s camera is moving freely, then the background will be28

less learnable. Another problem here is the subtle movement of the drone due to wind29

and control noise. To solve this, a program for fixing the view is implemented. It is based30

on matching the background features with every next frame, and then transforming the31

frame if a big movement is detected.32

• The second level is multi-objects tracking methods such as kernelized correlation filters33

(KCF) (Henriques et al., 2014). This method takes the output of the detection and the34

next frame and it gives the next postions of the objects. It can also return the failure or35

success states of tracking.36

• The third level is the deep learning-based detection and classification of the objects.37

Here, Yolo-v4 (Alexey Bochkovskiy, 2020) is used as a model structure where training is38

done separately. The used code to implement, load and train Yolo structure is taken39

from (Tianxiaomo, 2020)40
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Finally, all these parts are implemented separately in the code, making it easy to enable and41

disable any parts of them, with many tunable parameters. This is done on purpose to facilitate42

the processing on any new video with different settings by changing only a few parameters.43

The following pesudo code Figure 1 illustrates the main workflow implemented in this project.44

Figure 1: The general workflow of the method.

Statement of need45

The specific case for extracting trajectories from top view, stationary traffic videos (for46

pedestrians, cyclists and vehicles) lacks targeted open source solutions in the literature.47

Therefore, the development of this package is directed towards helping researchers in the field48

of traffic analysis or any other fields where trajectories of moving objects are needed.49

With the help of this package, the extraction of trajectories from a cyclists’ behavior dataset50

in TU Clausthal will be done. The package has proved its ability of producing very accurate51

results for different scenes and conditions in these videos. The dataset itself will be published52

later.53
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Parameters Tuning Procedure54

In order to run the program on a new video, optimally all the parameters should be tuned for55

all the tracking and detection modules, starting from the basic operations of general settings56

and background subtraction and ending with detection and post processing operations.57

All these parameters can be changed, and saved through the command line. If a suitable set58

of parameters are found, then it can be saved for later usage to a .ini file.59

cfg = offlinemot.config.configs() # load previous set by passing its file.

cfg['detect_every_N'] = 5

In the following table, the most important parameters are listed along with how to tune them60

for a new video.61

Figure 2: Important parameters to tune in config.py
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Scope62

The scope of the problems that can be handled by this package is defined by the following63

conditions:64

1. The video is stationary65

2. The real time performance is not a priority66

3. The view direction of the video is from bird’s eye view67

4. A pretrained detection model for the objects of interest is avaliable68

Regarding the last point, the model provided with the package is trained on random images69

of cyclists, cars and pedestrians from bird’s eye view. This can be enough if the problem is70

the same, i.e. tracking traffic entities. Otherwise, this model could be a good starting point71

to train for other kinds of objects if these objects are similar and Yolo v4 is used as a model72

structure.73

Failure Cases74

If the video is too noisy, has low resoluation, or the training dataset detection is very different75

from the video background and objects, then errors in tracking can happen.76

As an example, the sample video has some problems with one moving object, because of the77

different background and the new scene of the video. This can be avoided by retraining the78

detection part (Yolo network) on similar examples. Additionally, a thorough tunning step for79

the parameters with the configs class should be done to eliminate possible errors in the result.80
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