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This thesis is concerned with heterotic E8×E8 string models that can produce quasi-

realistic N = 1 supersymmetric extensions of the Standard Model in the low-energy

limit. We start rather generally by deriving the four-dimensional spectrum and La-

grangian terms from the ten-dimensional theory, through a process of compactifica-

tion over six-dimensional Calabi-Yau manifolds, upon which holomorphic poly-stable

vector bundles are defined. We then specialise to a class of heterotic string models

for which the vector bundle is split into a sum of line bundles and the Calabi-Yau

manifold is defined as a complete intersection in projective ambient spaces.

We develop a method for calculating holomorphic Yukawa couplings for such mod-

els, by relating bundle-valued forms on the Calabi-Yau manifold to their ambient space

counterparts, so that the relevant integrals can be evaluated over projective spaces.

The method is applicable for any of the 7890 CICY manifolds known in the litera-

ture, and we show that it can be related to earlier algebraic techniques to compute

holomorphic Yukawa couplings. We provide explicit calculations of the holomorphic

Yukawa couplings for models compactified on the tetra-quadric and on a co-dimension

two CICY. A vanishing theorem is formulated, showing that in some cases, topology

rather than symmetry is responsible for the absence of certain trilinear couplings. In

addition, some Yukawa matrices are found to be dependent on the complex structure

moduli and their rank is reduced in certain regions of the moduli space.

In the final part, we focus on a method to evaluate the matter field Kähler potential

without knowing the Ricci-flat Calabi-Yau metric. This is possible for large internal

gauge fluxes, for which the normalisation integral localises around a point on the

compactification manifold. We illustrate the procedure on CICYs embedded in the

ambient space P1 × P3, and express our result in terms of globally defined moduli.
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1
Introduction

The search for a fundamental theory beyond the Standard Model of elementary par-

ticles has produced an impressive number of predictions and hypotheses. Perhaps

the most important ones are supersymmetry, a symmetry which relates bosons and

fermions, and grand unification, which implies the convergence of the three gauge cou-

plings of the Standard Model into a single value at high energies, MGUT ∼ 1016 GeV.

The next step towards creating a Theory of Everything is to incorporate gravity in

a quantum framework that is free of ultraviolet divergences and to propose a unified

description of the four fundamental interactions. To date, string theory is the most

successful attempt towards realising these goals.

In superstring theory, point-like particles are superseded by vibrating strings and

the space-time is predicted to be ten-dimensional, with the six extra spatial dimen-

sions remaining unobserved, given the scales currently probed. Furthermore, the

cancellation of ten-dimensional gauge and gravitational anomalies is possible only for

two select gauge groups – SO(32) and E8 × E8 – as it was originally demonstrated

by Michael Green and John H. Schwarz in 1984 [1]. Their discovery led to the de-

velopment, in the following year, by David Gross, Jeffrey Harvey, Emil Martinec and

Ryan Rohm [2–4] of the heterotic E8×E8 string theory, which is phenomenologically

one of the most promising superstring theories. In the low energy limit, this theory

can give rise to N = 1 supersymmetric models of chiral particles, for which the gauge

group is embedded into one E8 factor, while the other E8 is interpreted as the “hid-

den sector”, where supersymmetry can be spontaneously broken. The goal of string
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phenomenology is to investigate under which circumstances the precise configuration

of the Standard Model is obtained, so that string theory can be connected to measur-

able physics and the realm of falsifiable predictions. This could solve many problems

that the Standard Model itself seems to present. For example, seemingly arbitrary

features such as the number of particle families and the hierarchy of particle masses

may arise from the underlying structure of the ten-dimensional theory.

In this thesis, we will pursue E8 × E8 heterotic string model building by com-

pactifying on Calabi-Yau manifolds [5–8]. The motivation for compactifying on such

spaces is that we want to preserve N = 1 supersymmetry at low energies, so that

the Higgs mass can be stabilised1. To be precise, we only want N = 1 and not ex-

tended N ≥ 2 supersymmetry in 4d, because those extended theories cannot produce

chiral fermions. In the simplest case where the NS flux is set to zero, the Calabi-

Yau manifolds turn out to be the only class of compact manifolds that satisfy the

Killing spinor equations in the low energy limit, thus ensuring N = 1 supersymmetry.

Heterotic Calabi-Yau compactification models are well-known in the literature and

have been shown to produce the spectrum of the Minimal Supersymmetric Standard

Model (MSSM) [14–24]. In recent years, a sizeable database of phenomenologically

viable models has been produced through an algorithmic scan over large classes of

compactifications [25–27]. Given that compactifications with the correct spectrum

can now be readily engineered, one of the most pressing problems is the calculation

of Yukawa couplings for such models.

As known from the Standard Model, Yukawa couplings describe interactions be-

tween fermions and the Higgs field, thus generating quark and lepton masses when

the electroweak symmetry is spontaneously broken. Understanding these couplings

as structurally connected to the geometry of the extra dimensions could prove that

the masses we encounter in particle physics are not arbitrary, but rather reflect the

inner geometry of the Universe. Unfortunately, the calculation of Yukawa couplings

for geometric compactifications of the heterotic string is not straightforward, even at

the perturbative level, and relatively few techniques and results are known [28–36].

The task of computing the physical Yukawa couplings for such models can be split

up into two steps: the calculation of the holomorphic Yukawa couplings, that is, the

couplings in the superpotential, and the calculation of the matter field Kähler poten-

tial. The former relates to a holomorphic quantity and can, therefore, to some extent

1Even though supersymmetry has not been detected at LHC scales, so that the supersymmetric
solution to the hierarchy problem is not completely natural anymore, it still helps bridging much of
the hierarchy between the Planck and the electroweak scale.
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be carried out algebraically, as explained in Refs. [29, 35]. However, the matter field

Kähler potential is non-holomorphic and its algebraic calculation does not seem to be

possible – rather, it is likely that methods of differential geometry have to be used.2

At present the matter field Kähler potential has not been worked out explicitly for

any case other than the standard embedding model (where it can be expressed in

terms of the Kähler and complex structure moduli space metrics).

The purpose of this thesis is to expand the knowledge that we have about holomor-

phic Yukawa couplings in heterotic string theory, by proposing a method to compute

these couplings for a specific class of string models, namely for line bundle models

on Complete Intersection Calabi-Yau (CICY) manifolds. The method is presented in

Chapters 3 and 4 in a generalised form and then applied to specific examples. As

a secondary objective, we also develop in Chapter 5 a method for calculating the

matter field Kähler potential in a very restricted scenario, where sufficiently large

flux can lead to localisation of the matter field wave function. It still remains to

be seen whether such an approach can meet all the phenomenological requirements.

Nevertheless, we hope that our techniques will eventually lead to a framework where

physical Yukawa couplings are reliably extracted from various geometrical models.

The structure of the thesis is as follows. In Chapter 2, we lay down the background

material, starting with some relevant concepts from the Standard Model and the

physics that is expected beyond it (supersymmetry, grand unification). Later on, we

present the E8 × E8 heterotic string theory and the mathematical apparatus that

is used for compactification. The chapter then explains how to recover the four-

dimensional spectrum and Lagrangian terms from the ten-dimensional theory, in order

to enable a comparison with the observable physics.

In Chapter 3, we develop techniques, based on differential geometry, to compute

holomorphic Yukawa couplings for heterotic line bundle models on Calabi-Yau man-

ifolds defined as hypersurfaces in products of projective spaces. Our methods are

based on constructing the required bundle-valued forms explicitly and evaluating the

relevant integrals over the projective ambient space. It is shown that the rank of the

Yukawa matrix can decrease at specific loci in complex structure moduli space. In

particular, we compute the up Yukawa coupling and the singlet-Higgs-lepton trilinear

coupling in the heterotic standard model described in Ref. [40].

In Chapter 4, we generalise the results of Chapter 3, by applying similar techniques

to higher co-dimension Complete Intersection Calabi-Yau manifolds. A vanishing

2See Refs. [85–87] for recent progress in this direction.
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theorem, which we prove, implies that certain Yukawa couplings allowed by low-

energy symmetries are zero due to topological reasons. To illustrate our methods, we

calculate Yukawa couplings for SU(5)-based standard models on a co-dimension two

complete intersection manifold.

In Chapter 5, we propose an analytic method to calculate the matter field Kähler

metric for line bundles models with large internal gauge flux. In this case, the integrals

involved in the calculation localise around certain points on the compactification

manifold and, hence, can be evaluated approximately without precise knowledge of

the Ricci-flat Calabi-Yau metric. In a final step, we show how this local result can

be expressed in terms of the global moduli of the Calabi-Yau manifold. The method

is illustrated for the family of Calabi-Yau hypersurfaces embedded in P1×P3 and we

obtain an explicit result for the matter field Kähler metric in this case.

The work presented in this thesis is drawn from three research papers. More

precisely, Chapter 3 is based on

• S. Blesneag, E. I. Buchbinder, P. Candelas and A. Lukas, Holomorphic Yukawa

Couplings in Heterotic String Theory, JHEP 1601 (2016) 152. [120]

Chapter 4 is based on

• S. Blesneag, E. I. Buchbinder and A. Lukas, Holomorphic Yukawa Couplings

for Complete Intersection Calabi-Yau Manifolds, JHEP 1701 (2017) 119. [121]

Chapter 5 is based on

• S. Blesneag, E. I. Buchbinder, A. Constantin, A. Lukas, E. Palti, Matter Field

Kähler Metric in Heterotic String Theory from Localisation, JHEP 1804 (2018)

139. [122]

The Appendices A, B, C, D are also based on materials from the above-mentioned

research papers and contain more technical background to support the calculations.
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2
A String Theory Odyssey

The purpose of this chapter is to provide an overview of the background that is re-

quired for computing Yukawa couplings in heterotic string theory. We start with

the Standard Model and what motivated physicists to search for a theory beyond it,

then we continue with a review of supersymmetry and grand unification, culminating

in the E8 × E8 heterotic string theory and its ten-dimensional N = 1 supergravity

limit. At that stage, it will become evident that several tools from topology and

complex geometry are needed. Therefore, we will provide a summary of the math-

ematics that is used throughout the thesis. Finally, the last part of the chapter is

dedicated to the process of compactification, in an attempt to reconnect the high-

energy ten-dimensional theory back to the four-dimensional physics from which we

started. However, the search for the correct model is not free of phenomenological

problems, the most obvious one being the presence of gauge-neutral moduli scalars

in the spectrum of compactification. Such fields cause vacuum degeneracy, so they

need to be stabilised (see, for example, Refs. [47, 48]). Moreover, correlating physical

parameters to quantities from the 10d theory is particularly difficult, given that the

latter depend on the unknown geometry of the extra dimensions. As it turns out,

information about the spectrum and the holomorphic Yukawa couplings can be ex-

tracted from less specific, quasi-topological properties of the internal manifold, while

still leaving field normalisation unresolved. Proving this will become our main goal

by the end of the chapter.
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2.1 Yukawa Couplings in the Standard Model

Formulated in the early 1970s as a quantum field theory with symmetry group

GSM = SU(3) × SU(2)L × U(1)Y , the Standard Model has proven to be extremely

successful for describing particle physics at energies up to the TeV scale. Its remark-

able performance, demonstrated through decades of experimental testing, lies in its

ability to accurately predict the interactions of all known elementary particles under

three of the four fundamental forces – strong, weak and electromagnetic. More pre-

cisely, the SU(3) part of the gauge group describes Quantum Chromodynamics, or

the theory of the strong interaction, while the SU(2)L × U(1)Y part is responsible

for the electroweak theory. In the Standard Model, these interactions are realised

through the exchange of 12 vector bosons (8 gluons and 4 electroweak gauge bosons),

which are in the adjoint representation of their corresponding gauge groups

G1,...,8 = (8, 1)0, W 1,2,3 = (1, 3)0, B = (1, 1)0, (2.1)

where the notation (a,b)c corresponds to (SU(3), SU(2)L) representations with sub-

script for the U(1) charge. Matter is described by three generations of Weyl fermions

(quarks and leptons), each carrying a representation of GSM

Qi =

(
uiL
diL

)
= (3, 2)1/6, ui = (uiR)

c = (3, 1)−2/3, di = (diR)
c = (3, 1)1/3,

Li =

(
νiL
eL

)
= (1, 2)−1/2, ei = (eiR)

c = (1, 1)1, (2.2)

where generation number is labeled by i = 1, 2, 3 and, by convention, charge con-

jugation is applied on right-hand components in order to represent everything as

left-handed. From these expressions one can see that the left- and right-hand Weyl

fermions transform differently under the electroweak gauge group, which means that

the Standard Model is a chiral theory. The Lagrangian used to encode all the infor-

mation about the dynamics of the particles contains the following kinetic terms

LSM
kin =− 1

2
Tr [GµνG

µν ]− 1

2
Tr [WµνW

µν ]− 1

4
FµνF

µν+

+ i

3∑

i=1

[
Qi /DQi + ui /Dui + di /Ddi + Li /DLi + ei /Dei

]
, (2.3)

where Gµν ,Wµν and Fµν are the field strengths of the three gauge fields and /D = σµDµ

is the Dirac operator. As a consequence of gauge invariance, no explicit mass terms

6



such as mψψLψR or m2
WW

µWµ are permitted, so the only way fermions and gauge

bosons can acquire mass is through the spontaneous breaking of the electroweak

symmetry. This is realised through the Higgs mechanism, with the introduction of

a scalar Higgs field H = (H0, H−)T , which is a (1, 2)−1/2 representation of GSM and

has the potential energy

V (H) = −µ2H†H + λ(H†H)2. (2.4)

Because of its non-vanishing vacuum expectation value 〈H〉 = (v/
√
2, 0)T , the Higgs

field breaks SU(2)L × U(1)Y → U(1)em at a scale of around v = µ/
√
λ = 246 GeV,

such that the well-known electric charge is given by the combination Qem = T3 + Y ,

where T3 = ±1/2 is the weak isospin of SU(2)L and Y is the weak hypercharge. The

kinetic term of the Higgs, DµH†DµH , is responsible for electroweak boson mass terms

in the effective Lagrangian (three massive bosons W±, Z and one massless photon).

More explicitly, the three would-be Goldstone bosons of the spontaneously broken

SU(2)L × U(1)Y symmetry are “eaten up” or absorbed to become the longitudinal

components of the three massive gauge bosons. On the other hand, fermions acquire

mass from interactions with the Higgs, described by the Yukawa terms

LSM
Yuk = Y ij

u Q
a
i ujH̄a + Y ij

d Q
a
i djǫabH

b + Y ij
e L

a
i ejǫabH

b + h.c. (2.5)

where “h.c.” stands for “Hermitian conjugate”, a, b = 1, 2 label the SU(2)L com-

ponents and ǫab is the Levi-Civita tensor (see also Ref. [49]). As one can see from

this formula, the Yukawa couplings Y ij
u,d,e dictate the structure of fermionic mass ma-

trices mij
f = Y ij

f v/
√
2 in the low energy limit. These matrices are expected to be

non-diagonal, since weak interaction eigenstates act as a mixture of mass eigenstates

both in the quark and lepton sector. For quarks, the mixing is realised through the

unitary CKM (Cabibbo – Kobayashi – Maskawa) matrix, which is parametrised by

three angles and one CP violation phase. In the case of the leptons, a similar PMNS

(Pontecorvo–Maki–Nakagawa–Sakata) matrix is introduced, however it is important

to note that in this case, the Standard Model has to be extended to include mecha-

nisms that explain neutrino mass, usually by assuming the existence of heavy sterile

right-handed neutrinos, N i. In the Minimally Extended Standard Model for exam-

ple, the N i generate effective 5-dimensional Weinberg operators y2LH̄H̄L/MN , due

to neutrino Yukawa interactions yijLiNjH̄, thus inducing small Majorana neutrino

masses mν ∼ y2v2/MN , where MN ≫ v is the mass scale of the N i. This is just one

of the many possible realisations of the so-called “seesaw mechanism”.
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Finally, one remarkable feature of the Standard Model is the automatic cancel-

lation of gauge anomalies. These anomalies, which are violations of gauge symme-

tries under quantum corrections, could in principle arise from triangle loops of chiral

fermions contributing to triple gauge-boson vertices. For example, for the [U(1)Y ]
3

coupling, the anomaly is proportional to Tr(Y 3), while for the non-abelian [SU(n)]3

coupling it is proportional to Tr(Ta{Tb, Tc}), where the Ta are the generators of SU(n).
Further anomalies arising from U(1)Y [SU(n)]

2 triangles are written as summations

Tr(Y )L over the left-hand fermions (n = 2) and Tr(Y )q over the quarks (n = 3),

while mixed anomalies, which involve both gauge and gravitational interactions, have

a total factor of Tr(Y ). It can be shown that the structure of the Standard Model,

as described by (2.2), ensures that all these anomalies are canceled.

2.2 Beyond the Standard Model

Despite its experimental success, the Standard Model cannot be the complete descrip-

tion of our Universe because of various compelling reasons. First of all, it neglects

gravity, thus acting as an effective theory at energies much lower than the Planck scale.

The established theory of gravity, General Relativity, is in fact incompatible with the

quantum framework of the Standard Model and is proven to be non-renormalisable.

Moreover, the Standard Model fails to provide an explanation for the existence of

dark matter and dark energy, which constitute about 22% and 74% of the Universe.

It fails to explain why the cosmological constant is so small (Λ ∼ 10−12eV4) compared

to the quantum field theory estimation which is 120 orders of magnitude higher.

Another factor that makes the Standard Model seem incomplete is the fact that its

dynamics depends on 19 free parameters (the three gauge couplings, the nine quark

and lepton masses, not including neutrinos, the three CKM mixing angles, the CKM

CP-violating phase δ, the CP-violating strong-interaction parameter θQCD, the Higgs

vev v and the Higgs self-coupling λ), all of which have to be derived from experiment,

without any theoretical insight into their origin. If one were to accomodate neutrino

oscillations, the resulting model would require nine additional parameters (masses,

mixing angles and CP-violating phases), thus complicating the problem even further

[50]. Overall, one does not know why the U(1)Y charges take the values that they do,

or why there are precisely three generations of quarks and leptons.

Further problems come from what is called “naturalness” or the idea that physical

parameters should naturally be of the same order, otherwise a reasonable explanation

has to be given for their hierarchy. For example, the large discrepancy between the
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weak force and gravity constitutes the principal hierarchy problem of the SM. It is

unknown why the electroweak scale MW ∼ 102 GeV is so many orders of magnitude

smaller than the Planck scale MP ∼ 1019 GeV. Given the fact that the Higgs mass

can receive quantum loop corrections which are proportional to the cut-off scale, so

that ∆m2
H = O(Λ2

cutoff), one would expect mH to be much closer to MP, unless an

underlying mechanism ensures that the sum of all these corrections vanishes. It is

also unclear why the strong CP-violating angle θQCD is so small compared to the

CKM CP-violating phase. Experimental limits of the neutron electric dipole moment

set |θQCD| < 10−10, which constitutes the strong CP problem. Last but not least, it

is a mystery why the SM particles seem to obey a hierarchical pattern, with masses

varying from around 1 eV for the neutrinos and 0.5 MeV for the electron to 173 GeV

for the top quark.

As a consequence of these unanswered questions, physicists are searching for ex-

tensions of the Standard Model at higher, yet unexplored energies.

2.2.1 Supersymmetry and the MSSM

Supersymmetry (SUSY) is the only possible non-trivial1 extension of the Poincaré

algebra of special relativity, as it is inferred from the Haag-/Lopuszański-Sohnius gen-

eralisation [51] of the Coleman-Mandula no-go theorem [52]. As such, supersymmetry

looks promising as a possible symmetry of nature. Being a graded-Lie algebra, it is re-

alised through the introduction of N spinorial generators QA
α , A = 1, ..., N , and their

Hermitian conjugates QA
α̇ , which satisfy certain anti-commutation relations. However,

in all future discussions, we will only consider the simple case, N = 1, for which the

algebra is given by

{Qα, Qα̇} = 2σµαα̇Pµ, {Qα, Qβ} = 0, {Qα̇, Qβ̇} = 0, (2.6)

where Pµ is the generator of spacetime translations and α, α̇ = 1, 2 are spinor indices.

In the framework of supersymmetry, every particle has a superpartner whose spin

differs by half an integer, so that a fermion is transformed into a boson and vice versa,

through the action of the supersymmetric generator. Schematically,

δφ ∼ ǫψ, δψ ∼ ǫ∂φ, (2.7)

for a boson field φ and a fermion field ψ, where ǫα is an infinitesimal, anticommuting,

constant spinor, parametrising the transformation. Particles which are superpartners

1By non-trivial we mean an extension that is not simply a direct product between the Poincaré
group and an internal group.
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of each other are grouped together into supermultiplets (irreducible representations

of the SUSY algebra) and have the same mass, although after supersymmetry is bro-

ken, some of them can become significantly heavier, thus explaining why they are

not observed. There are different types of supermultiplets: those with spin (1/2, 0)

are called chiral multiplets, because they contain chiral fermions and their superpart-

ners, while those with spin (1, 1/2) are called vector multiplets, containing vector

bosons and their superpartners. Any given supermultiplet can be written as a super-

field, i.e. a function of the spacetime coordinates xµ and some fermionic dimensions

{θα, θα̇}α,α̇=1,2 called Grassmann numbers. Together, the coordinates (xµ, θα, θα̇)

parametrise the eight-dimensional superspace. With these notations, the action gov-

erning the dynamics of n chiral superfields ΦI = (φI , ψI), I = 1, ..., n, in a 4d N = 1

SUSY theory, is generally expressed as

S =

∫
d4x

∫
d2θd2θK(ΦI ,ΦI †) +

(∫
d4x

∫
d2θW (ΦI) + h.c.

)
, (2.8)

where W is the superpotential – a holomorphic function providing Yukawa and mass

terms

W = λIJKΦ
IΦJΦJ +MIJΦ

IΦJ , (2.9)

while K is the Kähler potential, a general real function, which gives rise to kinetic

terms of the form GIJ∂
µφI∗∂µφ

J and iGIJψ
I /DψJ , where GIJ = ∂2K

∂ΦI†∂ΦJ . It is im-

portant to note here that the Yukawa couplings λIJK of the superpotential and the

physical Yukawa couplings YIJK of Eq. (2.5) can be identified only if the kinetic

terms are brought to a canonical form, through an appropriate field redefinition,

ΦI → Φ̃I = U I
JΦ

J , where U I
J is a unitary matrix. Otherwise, if for example lack of

knowledge about GIJ prevents such a redefinition to be applied, λIJK are to be re-

ferred to as holomorphic Yukawa couplings, to distinguish them from YIJK. Return-

ing to the supersymmetric action, the term corresponding to vector supermultiplets

reads

S =

∫
d4x

∫
d2θfab(Φ

I)WaWb + h.c. , (2.10)

where Wa is the “field strength” chiral superfield and fab is the holomorphic gauge

kinetic function, with indices a, b running over the adjoint representations of gauge

groups in the theory.

One of the main benefits of supersymmetry is that it solves the fine-tuning prob-

lem of the Higgs mass, by canceling UV divergences pair by pair, since bosonic and
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fermionic superpartners contribute with opposite signs. It is for this reason that the

study of supersymmetry is so relevant for the Standard Model. Naturally preserving

the electroweak scale at 102 GeV means that SUSY has to be encountered at ener-

gies of several TeV [53]. The simplest extension, involving the smallest field content,

is called the Minimal Supersymmetric Standard Model (MSSM). In this model, ev-

ery SM particle is interpreted to be an element of an N = 1 supermultiplet along

with its yet undiscovered partner, so that Qi, ui, di are redefined to represent quark-

squark pairs, Li and ei denote lepton-slepton pairs, while G, W and B are the gauge

boson-gaugino pairs. The fermionic partner of the Higgs, the higgsino, would up-

set the anomaly cancellation conditions Tr(Y ), Tr(Y 3)
!
= 0 and it is for this reason

that supersymmetry has not one, but two Higgs supermultiplets Hu = (H+
u , H

0
u) and

Hd = (H0
d , H

−
d ), with opposite hypercharges that cancel the anomalies. The MSSM

superpotential containing the Yukawa couplings and the Higgs mass term reads

W = Y ij
u QiujHu + Y ij

d QidjHd + Y ij
e LiejHd + µHuHd. (2.11)

It can be shown that the holomorphicity prevents the superpotential from being renor-

malised at any order in perturbation theory [54][55]. This is because all perturbative

corrections are real (non-holomorphic), therefore they cannot modify a holomorphic

quantity such asW . Another consequence of the holomorphicity ofW is that Yukawa

terms involving the conjugate of the Higgs field are no longer permitted, as they were

in Eq. (2.5), therefore the introduction of two Higgs superfields Hu and Hd is nec-

essary to ensure all matter fields receive a mass [56]. As for the mass parameter µ

responsible for electroweak symmetry breaking, it leads to a naturalness problem (the

“µ-problem”), when one tries to understand why µ ≪ MP. In principle, the MSSM

superpotential could also include other renormalisable terms of the form

WRV = βijkLiLjek + β
′ ijkLiQjdk + β

′′ ijkuidjdk + αiLiHu, (2.12)

where α, β, β ′ and β ′′ are the couplings of the interactions, however these terms

would violate lepton and baryon number, thus allowing fast proton decay, so they

should be ruled out. One way of doing this is by imposing a discrete global symmetry

R = (−1)3(B−L)+2s, which is known as R-parity, where s is the spin of the particle

and B and L are baryon and lepton numbers. For SM particles R = 1, while for their

superpartners R = −1. As R-parity is conserved, this would mean that the lightest

superpartner (LSP) is a stable particle and in fact it is considered a candidate for

dark matter. Typically the LSP is deemed to be the neutralino, a linear combination

of the neutral electroweak gauginos and the neutral higgsinos.
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On a final note, if supersymmetry is indeed a symmetry of nature it is clear that

it must be broken at a certain energy scale MSUSY, given that none of the predicted

superpartners have been observed. In general, SUSY breaking translates into the

requirement that certain auxiliary fields Fi = −∂W/∂φi and Da, associated to chiral

and vector supermultiplets respectively, acquire non-zero vacuum expectation values

〈Fi〉, 〈Da〉 6= 0. This is equivalent to saying that the potential energy

V = |Fi|2 +
1

2
(Da)2 (2.13)

is non-zero. In the MSSM however, supersymmetry cannot be broken spontaneously,

otherwise the cancellation of quadratic divergences would not occur. Instead, one

has to break supersymmetry “softly”, by introducing explicit SUSY-breaking terms

in the Lagrangian. Such terms, like the scalar mass term m2
φφ

∗φ, the gaugino mass

term Mλλλ and the bilinear and trilinear scalar couplings bijφiφj and a
ijkφiφjφk are

believed to be the effective result of an underlying SUSY breaking mechanism that

occurs in a hidden sector and is communicated to the MSSM via some messenger

fields. One can think of the hidden sector as a collection of singlets under GSM

which interact with the SM particles very weakly, for example through gravity. In

string theory, a common interpretation is that the hidden and visible sectors are

geometrically separated – they live on different branes separated by extra dimensions

and the messenger fields propagate between them, in the bulk [57]. In any case,

the great inconvenience of the soft SUSY breaking is that it introduces 105 new free

parameters (masses, phases, mixing angles) in addition to those already found in the

Standard Model. This degree of arbitrariness in the Lagrangian makes the MSSM

seem like an incomplete description of particle physics.

2.2.2 Grand Unified Theories

Another natural way to extend the Standard Model is to presume that the non-

semisimple gauge group GSM is embedded into a larger simple group GGUT, so that

the three gauge couplings g1, g2 and g3, corresponding to U(1)Y , SU(2)L and SU(3)

respectively, must equate a single coupling gGUT of a Grand Unified Theory (GUT).

This unification is motivated by the observation that gauge couplings evolve with

respect to energy scale, according to a set of equations called “the renormalisation

group”. For example, g3 is shown to decrease as the energy scale increases, while

g1 gets significantly larger. At around 1015 − 1016 GeV, the three gauge couplings

reach very similar values, although they are not precisely equal. Equality is however
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acquired in the MSSM, which is one of the reasons why we will consider only super-

symmetric versions of Grand Unified Theories, despite the fact that originally they

were not built with supersymmetry in mind. Another reason why SUSY GUTs are

favoured is because they can be embedded in superstring theories, thus paving the

way for higher energy exploration. The phenomenological interpretation of a Grand

Unified Theory is that GGUT is the underlying symmetry of nature, while the Stan-

dard Model is the effective theory resulting after GGUT has been broken at a certain

high-energy scale. As such, all GUTs provide an explanation for the values of the

U(1)Y charges, by embedding the hypercharge in a simple group. For example, the

well-known condition Qproton + Qelectron = 0 follows from the fact that quarks and

leptons are combined in the same GUT multiplets, and the GUT group generators

are traceless [59].

Since the maximum number of commuting generators (i.e. the rank) of GSM is 4, it

is required that rank(GGUT) ≥ 4. For SU(n), the rank is n−1, therefore the smallest

simple group that can containGSM is SU(5). In this GUTmodel, discovered by Georgi

and Glashow [58], each generation of SM particles fits into a 5⊕10 representation of

SU(5), in the following way

5 → (3, 1)1/3 ⊕ (1, 2)−1/2, 10 → (3, 2)1/6 ⊕ (3, 1)−2/3 ⊕ (1, 1)1, (2.14)

where 5 is the anti-fundamental representation of SU(5) and 10 is the antisymmetric

compontent of the 5 ⊗ 5 matrix. Comparing this to Eq. (2.2) shows that 5
i
con-

tains {di, Li} and 10i contains {Qi, ui, ei}, for i = 1, 2, 3. The interaction of these

matter fields is mediated by n2 − 1 = 24 gauge fields, transforming in the adjoint

representation of SU(5), for which the SM decomposition reads

24 → (8, 1)0 ⊕ (1, 3)0,⊕(1, 1)0 ⊕ (3, 2)−5/6 ⊕ (3, 2)5/6, (2.15)

where the first three terms are recognisable as the 12 SM gauge fields in Eq. (2.1), and

the last two terms are 12 new bosons denoted by {X±, Y ±}1,2,3. These new bosons

can mediate transitions between quarks and leptons, thus violating lepton and baryon

number as well as enabling proton decay modes such as p→ π0e+ [60]. Consequently,

when SU(5) is broken, the X and Y bosons must acquire a mass of at least 1015 GeV

according to current experimental limits, a condition which is met by the SUSY ver-

sion of the SU(5) GUT, but not by the minimal non-supersymmetric model [61]. The

symmetry breaking mechanism is achieved by a GUT-Higgs scalar field H24 in the ad-

joint representation 24, having a non-vanishing vev 〈H24〉 = v24 diag(2, 2, 2,−3,−3),

which is proportional to the hypercharge generator and commutes with GSM. The
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masses of the X and Y bosons are then given by M2
X,Y ∼ g2GUTv

2
24. On the other

hand, the SM Higgs doublet belongs to a 5H representation of SU(5), along with

three other states which form the colour-triplet Higgs T . Since the triplet can also

mediate proton decay, this time through the mode p→ νK+, it must receive a heavy

mass of at least 1015 GeV [62]. The manner in which H and T acquire masses so

different in orders of magnitude (mH/mT ∼ O(10−13)) is referred to as the double-

triplet splitting problem. In the supersymmetric GUT, two Higgs doublets Hd and

Hu are needed, which can sit in 5H and 5H respectively, giving rise to the following

types of Yukawa couplings

W
SU(5)
Yuk = Y i,j

u Φi10Φ
j
10H

u
5 + Y i,j

d,l Φ
i
10Φ

j

5
Hd

5
. (2.16)

Here, each term is to be interpreted as a singlet, through an appropriate contraction of

SU(5) indices: ǫabcdeΦ
ab
10Φ

cd
10H

e
5 and Φab10Φ5aH5b. Also, note that in the SU(5) theory,

Yd and Yl are equal at the GUT scale, thus exemplifying Yukawa coupling unification.

Looking further, one can seek GUT groups with rank larger than 4. For rank = 5,

the only simple groups in which GSM can be embedded are SU(6) and SO(10), while

for rank = 6, they are SU(7) and E6. We will only discuss the SO(10) and E6 GUT

models, since the SU(6) and SU(7) cases are simply extensions of the SU(5) theory

and they add no interesting new features. The relevant chain of embeddings reads

GSM ⊂ SU(5) ⊂ SO(10) ⊂ E6, (2.17)

but in later chapters we will see that E6 can be embedded further in larger groups

such as E7 and E8, the latter being particularly significant because of the E8 × E8

heterotic string theory. One must stress however that E7 and E8 do not qualify as

4d GUT groups, because they have no complex representations and therefore the

theories would not be chiral.

In the SO(10) GUT, one spinor representation 16 of SO(10) contains all the fif-

teen particles of an SM family and an additional unknown particle, interpreted to

be the right-handed neutrino. More explicitly, if we decompose 16 = 5 ⊕ 10 ⊕ 1

under the SU(5) subgroup, we recognise the previously discussed 5 ⊕ 10 repre-

sentation in SU(5) plus the extra singlet 1. The adjoint representation 45 con-

tains the 12 SM gauge bosons and 33 extra gauge bosons with weak and colour

charges. Unlike SU(5), the SO(10) group can be broken down to GSM either di-

rectly or through various intermediate steps, for example via the maximal subgroup

decomposition: SO(10) → SU(5) × U(1) → GSM, or via the Pati-Salam model [63]:

SO(10) → SU(4) × SU(2)L × SU(2)R → GSM. Through their non-vanishing vevs,
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the scalar fields of the Higgs sector are the ones dictating which symmetry-breaking

scenario occurs. For a direct decomposition, a 144H scalar multiplet is needed; for in-

termediate routes, combinations of scalars such as 45H/54H/210H (rank-preserving)

and 16H/126H (rank-reducing) are introduced instead. The sheer complexity of the

Higgs sector is often regarded as a problem of GUTs that have large unification groups.

As for the MSSM Higgs doublets Hu and Hd, they are contained in one fundamental

representation 10H of SO(10), which decomposes as 5H⊕5H under SU(5). The only

permitted Yukawa term reads

W
SO(10)
Yuk = Y i,jΦi16Φ

j
16H10, (2.18)

such that all Yukawa coupling constants are unified at the SO(10) GUT scale.

Finally, in the E6 GUT, the 15 + 1 matter fields of one SM generation are fitted

inside the fundamental representation 27. The remaining 11 states correspond to

unknown heavy particles (non-chiral quarks and leptons), thus making the E6 theory

very cumbersome from a phenomenological perspective. Usually, the MSSM Higgs

doublets also descend from one family 27 multiplet, while the other two 27s contain

pairs of Higgs which are inert and do not get a vev [65]. Well-known breaking patterns

are E6 → SO(10)×U(1) with branching 27 → 161 ⊕ 10−2 ⊕ 14 and E6 → SU(3)c ×
SU(3)L × SU(3)R (trinification model) with branching 27 → (3, 3, 1) ⊕ (3, 1, 3) ⊕
(1, 3, 3). Again, the symmetry breaking is realised by scalar fields which must be

added to the theory. The Yukawa coupling is of the form

WE6
Yuk = Y i,jΦi27Φ

j
27H27. (2.19)

Overall, Grand Unified Theories have an equal share of strengths and weaknesses.

On the one hand, gauge coupling unification and the explanation for the values of hy-

percharges are extremely valuable features. On the other hand, no reason is given for

the existence of three generations and many new Higgs particles have to be introduced

by hand in order to explain symmetry breaking. Moreover, the double-triplet split-

ting problem has to be solved through mechanisms which avoid severe fine-tuning,

but add new representations to the model. Examples of such mechanisms are the

Dimopoulos–Wilczek (missing vev) mechanism in SO(10) and the missing partner

model in SU(5) [66, 67]. Last but not least, important predictions of GUTs such as

proton decay and magnetic monopoles have not yet been confirmed by experiment.
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2.2.3 Supergravity

Supergravity is an extension of supersymmetry, designed to include the principles of

General Relativity. In order to make this possible, supersymmetry has to become

local, with a spacetime-dependent spinor ǫ(x) parametrising the infinitesimal SUSY

transformation. The key ingredient of supergravity is the graviton hµν , a massless

spin-2 elementary particle which couples to the stress-energy tensor, thus mediating

gravitational interactions. Its fermionic, spin-3/2 partner, the gravitino ψαµ , equipped

both with a spinor index α and a spacetime index µ, is the gauge field of local su-

persymmetry and becomes massive when SUSY is broken, by absorbing the emerging

goldstino in the so-called super-Higgs mechanism. There are two ways in which the

graviton can be related to the metric gµν , either through an infinitesimal expansion

gµν = ηµν + hµν around the flat metric ηµν , or through the vielbein formalism. As is

well-known from General Relativity, the metric (and implicitly the graviton) has to

satisfy the Einstein’s field equations, which, in a vacuum, correspond to minimising

the Einstein-Hilbert action

SEH =
1

16πGN

∫
d4x

√−gR , (2.20)

where GN is Newton’s constant.

As for the chiral and vector multiplets of the theory, they are taken into account

when the superpotential W , the Kähler potential K and the field strength superfield

W are included in the total action, so that, for example, Eq. (2.11) is reinterpreted

in the context of supergravity. Of particular interest is the scalar potential

V = eK
(
KIJDIWDJW − 3|W |2

)
+

1

2
D2, (2.21)

where DIW =
∂W

∂ΦI
+
∂K

∂ΦI
W,

which is expressed in terms of the auxiliary fields FI = eK/2DIW and Da. As in the

global SUSY case, supersymmetry is spontaneously broken when at least one auxil-

iary field has a non-zero vev, however this time V is no longer positive semidefinite,

therefore solutions with V = 0 that approximate our Universe can in principle be

consistent with broken supersymmetry.

Another feature of supergravity is that it can be formulated in more than four

dimensions, in a way that mimics the Kaluza-Klein theory, the primary motivation

being the unification of gravity with the other three forces of nature. Being non-

renormalisable however, supergravity has to be interpreted as the low-energy limit of
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a higher structure. In particular, superstring theories lead to effective supergravity

theories in 10d, as we will see in later chapters. For this reason, it is useful to establish

a specific string model before returning to supergravity and its implications to the

phenomenology of particle physics.

2.3 String Theory

String Theory is the leading candidate for a quantum theory that unifies all inter-

actions of nature, including gravity. In the framework of string theory, elementary

particles are interpreted to be one-dimensional objects called strings, which appear

to be point-like only at energies much lower than the string scale Ms. These objects

can be either open or closed and sweep a two-dimensional surface, called worldsheet,

that is parametrised by a space coordinate σ and a time coordinate τ . As strings

vibrate, each vibrational mode is identified with a fundamental particle, whose mass

and quantum numbers are determined by the equations of the string. Overall, the

infinite number of oscillation modes gives rise to an infinite tower of particles, but

only the zero modes, i.e the massless particles are observable at energies way below

Ms. In particular, the zero-mode spectrum of a closed string always includes the

graviton, which means that gravity is automatically incorporated. Unlike supergrav-

ity however, string theory is UV-complete, since there is a UV/IR correspondence

between strings at high and low energies, thus allowing all UV divergences to be rein-

terpreted as IR divergences. Moreover, the Lagrangian of string theory only contains

one free parameter α′ (historically called Regge slope), which defines the string length

ls =
√
α′ and the string scale Ms = 1/

√
α′.

The first attempt to build a string model was the bosonic string theory, only

consistent in D = 26 dimensions, the reason being conformal anomaly cancellation.

Because its spectrum only contains bosons and because of the presence of tachyons

(particles with negative mass squared), it was clear from the start that this theory

could not represent a description of our Universe. Further development led to the

appearance of superstring theory, where both bosons and fermions are present and

where the dimension of the spacetime is restricted toD = 10. No tachyons are present

in superstring theory and the spectrum of excitations is governed by supersymmetry.

Phenomenologically, this makes superstring theory a possible extension of physics at

higher energies. After the first string revolution in 1984, five different superstring

theories were developed, namely Type I, Type IIA, Type IIB, heterotic SO(32) and

heterotic E8 × E8. Type I is based on both open and closed strings, while the other
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four only contain closed strings. During the second string revolution (1994), it was

proved that these theories may be the lower limits of an underlying 11-dimensional

theory, called the M-theory (see Figure 2.1). Moreover, the five superstring theories

are connected by dualities: for example, Type IIA and Type IIB are T-dual, and

so are heterotic SO(32) and heterotic E8 × E8. There is also an S-duality between

heterotic SO(32) and Type I. We will further discuss in more detail what a heterotic

string theory is, since they are the class of string models on which this thesis is based.

The reason why they are so important in this context is because they connect with

particle physics naturally. One E8 factor of the gauge group E8 ×E8 contains all the

GUT groups in (2.17). By comparison, IIB has no gauge symmetry and IIA has only

U(1) gauge symmetry, thus making them more problematic from a phenomenological

perspective, unless D-branes are introduced.

Figure 2.1: The various types of superstring theories arising as lower limits of the
M-theory. [69]

2.3.1 Heterotic string theory

The heterotic string theory is one of the most promising candidates for a unified theory

of physics. It was first introduced in 1985 as a theory of closed strings with decoupled

left- and right-moving modes, where the left sector is defined in 26 dimensions as a

bosonic string theory with spacetime coordinates {X i
L(σ+ τ)}i=0,...,25, while the right

sector is defined in 10 dimensions as a superstring theory, with bosonic and fermionic

coordinates denoted as {X i
R(σ− τ)}i=0,...,9 and {ψiR(σ− τ)}i=0,...,9 respectively, where

τ and σ are worldsheet coordinates of the string. The extra 16 degrees of freedom

in the left sector are regarded as dimensions of an internal compact space, namely
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a maximal 16d torus T 16 with critical radius R =
√
α′. It is useful to re-label these

parameters as {XI(σ + τ)}I=10,...,25, and separate them from the rest of the bosonic

left-movers {X i
L(σ + τ)}i=0,...,9, which are to be combined with their right-moving

counterparts in order to form the physical spacetime coordinates of the string in 10

dimensions

X i(σ, τ) = X i
L(σ + τ) +X i

R(σ − τ). (2.22)

In conformity with Ref. [2], the worldsheet action which characterises the dynamics

of the heterotic string can be written as

S = −
∫
dτ

∫ π

0

dσ
1

4πα′

[
∂αX

i∂αX i + ∂αX
I∂αXI + ψiRΓ

α∂αψ
i
R

]
, (2.23)

where Γα (α = 0, 1) are the two-dimensional Dirac matrices satisfying {Γα,Γβ} =

2ηαβ.

Under the light-cone quantisation, which is introduced to remove all negative-norm

states, the coordinates X± = (X0 ± X9)/
√
2 and ψ±

R = (ψ0
R ± ψ9

R)/
√
2 are gauge-

fixed. This has the apparent effect of breaking manifest SO(1, 9) Lorentz symmetry

down to the rotational subgroup SO(8) of the transverse coordinates {X i}i=1,...,8 and

{ψiR}i=1,...,8. Furthermore, under an alternative formulation of heterotic string theory,

known as the fermionic construction, the extra 16 degrees of freedom {XI}I=10,...,25 are

redefined as 32 left-moving spin-1/2 Majorana fermions {λA}A=1,...,32, whose action

according to Ref. [70] is of the form

S ∼
∫
d2σλAΓα∂αλ

A. (2.24)

Through this formulation, the entire action of the string acquires a global SO(32) sym-

metry: fermions λA transform in the fundamental representation, while coordinates

X i, ψiR are singlets. For this reason, left-movers can be specified as SO(8)× SO(32)

multiplets, while right movers, which are only affected by the SO(8) rotation, are

labeled by their SO(8) quantum numbers. It is intuitive to assume that the global

SO(32) symmetry descends locally to a gauge symmetry. In fact, it can be shown

that heterotic string theories possess either gauge group SO(32) or E8 ×E8, depend-

ing on the choice of GSO projection. The GSO projection is essential for realising

space-time supersymmetry, because it truncates the spectrum on every mass level, so

that the bosonic and fermionic degrees of freedom become equal. In particular, the

tachyonic ground state of the bosonic sector is completely eliminated. Since we will

solely focus on the E8×E8 theory, the GSO projection involves splitting the fermions
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λA into two groups and imposing a separate projection condition on each set, so that

bosonic states λAλB form the adjoint representation (248, 1)⊕ (1, 248) of E8 × E8.

As for the other heterotic string theory, it is often disregarded by phenomenology,

because the adjoint of SO(32) does not contain the spinor representation of SO(10),

therefore the connection to SUSY GUTs is harder to realise.

Now, in order to build the massless spectrum of the E8×E8 theory, the left-moving

and right-moving modes of zero mass have to be paired, so that their tensor product

is interpreted as a physical state. The massless states of the right-moving sector are

the vector 8V and the spinor 8 representations of SO(8), while in the left-moving

sector, we encounter a vector (8V , 1) and a tensor (1,AdjE8×E8
) representation of

SO(8)× (E8 ×E8). The combination of the two sectors gives the following spectrum

of particles

(8V , 1)× (8V + 8) = (1, 1) + (28, 1) + (35, 1) + (56, 1) + (8′, 1), (2.25)

(1,AdjE8×E8
)× (8V + 8) = (8V ,AdjE8×E8

) + (8,AdjE8×E8
), (2.26)

which are to be interpreted in the next section as the gravity multiplet {φ,B, g, ψ, λ}
and the E8 ×E8 gauge multiplet {Aa, χa} of an effective N = 1 supergravity theory.

2.4 The 10d Heterotic N = 1 Supergravity

In the low energy limit, where string excitations are much smaller than Ms, the

heterotic string theory is described by a 10-dimensional N = 1 supergravity, which is

coupled to a 10-dimensional E8 × E8 super-Yang-Mills theory. The field content of

this theory is given by a gravity multiplet, which contains the metric gMN , the NS two-

form BMN , and the dilaton φ, as well as their fermionic superpartners, the gravitino

ψM and the dilatino λ, and an E8 × E8 gauge multiplet, consisting of the vector

potential AaM and its superpartner, the gaugino χa. The field strength associated to

the gauge field is defined as F = dA + A ∧ A, while the spin connection ω gives rise

to the curvature tensor R = dω + ω ∧ ω. With these notations, using Refs. [9], [70]

and [84], the bosonic part of the 10d supergravity action is written up to first order

in α′ as

S =
1

2κ2

∫
d10x

√−ge−2φ

(
R + 4(∂φ)2 − 1

2
H2 − α′

4
TrF 2

)
, (2.27)

with H = dB − α′

4
(ωYM − ωL) ,
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where κ is the ten-dimensional gravitational coupling constant, while ωYM and ωL are

the gauge and gravitational Chern-Simons forms, respectively. In a similar way, the

fermionic terms of the action are given by Eq. (2.93), however due to supersymmetry,

they can be omitted.

Before moving on with our discussion, a close examination of anomalies is in

order. Since heterotic string theories are chiral, gauge and gravitational anomalies

are expected to arise from hexagon loops of chiral fermions. These anomalies are

analogous to the triangle diagrams in the Standard Model and their external fields

are combinations of gauge bosons and gravitons. Mathematically, the 10d anomaly

is represented by a 12-form polynomial, which factorises into a 4-form and an 8-

form term for specific gauge groups such as E8 × E8 and SO(32). In fact, those two

groups are the only viable gauge groups for a consistent 10d super-Yang-Mills and

supergravity theory primarily because of this factorisation, since anomalies of this

form are reducible and can be canceled out completely [71]. This is realised through

the famous Green-Schwarz mechanism, by introducing counter-terms corresponding

to tree-level exchanges of a two-form B between external fields (see Fig. 2.2). Here,

B is known to be the anti-symmetric component of the gravity multiplet, and H is

its field strength. It is important to note that the Chern-Simons forms ωYM and ωL

are added to the expression of H in order for the Green-Schwarz mechanism to take

place. By definition, the Chern-Simons forms are expressed as

ωYM = Tr

(
A ∧ dA+

2

3
A ∧ A ∧A

)
, ωL = Tr

(
ω ∧ dω +

2

3
ω ∧ ω ∧ ω

)
(2.28)

and satisfy dωYM = Tr(F ∧ F ) and dωL = Tr(R ∧ R). Because of this, the field

strength H must obey the modified Bianchi identity

dH =
α′

4
(Tr(R ∧R)− Tr(F ∧ F )) . (2.29)

With this setup, one can finally build an anomaly-free particle model.

In order for supersymmetry to be realised, it is required that the variation of all

fields under the SUSY transformation is zero. More exactly, suppose ǫ(xM ), a spinor

of SO(1, 9), is the parameter of local N = 1 supersymmetry with corresponding

supercharge Q. Then the operator Q must annihilate the vacuum state |0〉, so that

〈δǫΦ〉 ≡ 〈0| [ǫQ,Φ] |0〉 !
= 0 for any field Φ. If, Φ is bosonic, the equation is trivial,

because the supersymmetric variation of a bosonic field is equal to a sum of fermionic

fields, whose vevs always vanish, otherwise they would violate Lorentz invariance.

Therefore, one only needs to ensure that the variation 〈δǫΦ〉 vanishes in the case
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Figure 2.2: Diagram depiction of the Green-Schwarz mechanism. Anomalies arising
from chiral fermion loops are canceled by the tree-level exchange of a 2-form B.

where Φ is fermionic. Following [9], the supersymmetry variations of the fermionic

fields (the gravitino, the dilatino and the gaugino) are given by

δψM =
1

κ
DMǫ+

1

8
√
3κ
e−φ

(
ΓM

NPQ − 9δNMΓPQ
)
ǫHNPQ + (Fermi)2,

δχa = −
√
α′

4
√
2κ
e−φ/2ΓMNF a

MNǫ+ (Fermi)2, (2.30)

δλ = − 1√
2
(Γ · ∂φ) ǫ+ 1

4
√
6κ
e−φΓMNP ǫHMNP + (Fermi)2.

Therefore, the Killing spinor equations are obtained by imposing 〈δψM〉, 〈δχa〉, 〈δλ〉 !
=

0.

2.4.1 The compactification ansatz

In the remainder of this section, we discuss, in a somewhat informal manner, the

preliminary mathematical conditions for a realistic heterotic string model. More

technical details regarding the mathematics used here are provided in Section 2.5.

The goal of constructing 10d heterotic string theories is to connect them to ob-

servable 4d physics and, in particular, to N = 1 SUSY extensions of the Standard

Model. This is done by compactifying the six extra dimensions at a compactification

scale Mc = 1/lc, large enough to escape detection (with lc being the typical length of

the curled up dimensions). The simplest ansatz is to assume that the 10d background

is a direct productM4×X , whereM4 is a 4d maximally symmetric space (Minkowski,

de Sitter or anti-de Sitter), as suggested by current cosmological models2, and X is

2Experimental evidence indicates that the Universe is de Sitter, however the cosmological constant
is so small, compared to the string scale Ms, that string compactifications with Minkowski space
are a good approximation. In addition, string models with AdS vacuum are also compatible with
observation, provided that the vacuum is uplifted via the KKLT mechanism.
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a 6d compact manifold with tangent bundle TX . To avoid confusion, the 10d co-

ordinates will be labeled as {xM}M=0,...,9, the 4d external coordinates as {xµ}µ=0,...,3

and the 6d internal coordinates as {ym}m=4,...,9. With these notations, every field can

be decomposed explicitly into external and internal components. For example, the

background metric (i.e. the vev of gMN) becomes block diagonal

ds2 = gµνdx
µdxν + g(6)mndy

mdyn, (2.31)

as the Lorentz group SO(1, 9) breaks down to SO(1, 3)× SO(6). Any non-diagonal

perturbation δgµn is forbidden to acquire a vev, since it transforms as a vector under

SO(1, 3) and would therefore violate Lorentz invariance. In more general cases, warp

factors A(ym) are introduced by fluxes to modify the 4d metric to e2A(y)gµν . Although

useful in the context of moduli-stabilisation, such factors will not be considered here.

In addition to specifying a spacetime ansatz, one needs to break the gauge group

E8 × E8 down to the gauge group H4d of a 4d theory. This is achieved by turning

on background values for the internal components of gauge fields Aam, which are

interpreted as connections of a vector bundle V → X , with structure group G ⊂ E8.

The effect is that one E8 factor splits as G×H4d, provided that H4d is the commutant

of G in E8. The other E8 is considered to be in the “hidden sector”, which couples

only gravitationally to the physical theory and therefore its effects are negligible. If

Ṽ → X is the hidden sector vector bundle, with structure group in E8, then the

complete E8 × E8 bundle over X is given by V ⊕ Ṽ . In most calculations however,

we will assume Ṽ to be trivial.

The choice of internal manifold X and vector bundle V is not arbitrary. As argued

in Section 2.2.1, preserving N = 1 SUSY in 4d is important for phenomenology and

therefore certain restrictions have to be imposed. Supersymmetry is needed at low

energies in order to stabilise the Higgs mass and we only want N = 1, rather than

N ≥ 2 supersymmetry, because the theory has to contain chiral fermions.

2.4.2 Conditions for 4d N = 1 supersymmetry

Finding the conditions for 4d N = 1 SUSY amounts to applying the compactification

ansatz M4 × X to the Killing spinor equations in (2.30). One looks for a solution

which preserves precisely 1/4 of the original 16 supercharges. In order to simplify

the discussion, we will assume that the vev of the dilaton φ is a constant and the

vev of the field strength H vanishes. Under these assumptions, the equation for the

dilatino is automatically satisfied. However, the equations corresponding to the other
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two fermionic fields, the gravitino and the gaugino, are non-trivial and can be recast

in the following form

〈δǫψM 〉 = ∇Mǫ
!
= 0 (2.32)

〈δǫχa〉 = ΓmnF a
mnǫ

!
= 0. (2.33)

Here, the SUSY parameter ǫ is a 16 Majorana-Weyl spinor of SO(1, 9), which breaks

into (2, 4) ⊕ (2′, 4) under SO(1, 3)× SO(6). It is convenient to express ǫ as η ⊗ ξ,

where η is the external spinor 2 and ξ is the internal spinor 4. The requirement of

(2.32) that ǫ is covariantly constant means that both ∇µη and ∇mξ must vanish.

Using the relation

[∇µ,∇ν ] η =
1

4
Rµνρσγ

ρση, (2.34)

and the fact that, for a maximally symmetric space, the Riemann curvature tensor is

Rµνρσ =
R

12
(gµρgνσ − gµσgνρ) , (2.35)

one can see that the only way for ∇µη to be zero is when the 4d manifold M4 is flat

(Minkowski)3.

In a similar way, the condition ∇mξ
!
= 0 implies that RmnpqΓ

pqξ must vanish, but

without a maximally symmetric restriction, the internal manifold X is not required

to be flat, only Ricci-flat, i.e. Rmn = 0. In addition to that, the holonomy group of

X has to ensure that the spinor ξ stays invariant under parallel transport. The most

general holonomy of a 6d manifold is SO(6) ≃ SU(4), however in our case it has to be

a subgroup Hol(X) ⊂ SU(4) such that every element U ∈ Hol(X) satisfies Uξ = ξ.

One can easily see that the largest subgroup with this property is SU(3), as ξ can be

rotated to take the form (0, 0, 0, ξ0)
T , so that SU(3) transformations acting on the

first three components leave ξ as a singlet. In fact, SU(3) and discrete subgroups of

SU(3), which will not be considered here4, are the only viable picks, because smaller

subgroups of SU(4) would allow too many supercharges in the 4d theory. Therefore,

in addition to being Ricci-flat, X must have precisely SU(3) holonomy. Finding

manifolds with such properties is in principle not an easy task. Luckily, a conjecture

by Eugenio Calabi [73, 74], followed by a proof by Shing-Tung Yau [75] led to the

following theorem

3To our knowledge, no dS vacuum was ever achieved in heterotic models. On the other hand,
up-lifting to dS is claimed to be done in KKLT IIB models using anti-D3-branes. [72]

4For simplicity of the model, we assume the holonomy group of X is SU(3), however in orbifold
constructions, a discrete subgroup of SU(3) can be considered.
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Theorem 1 (Yau’s theorem). A compact, 2n-dimensional Kähler manifold with van-

ishing first Chern class admits a unique Ricci-flat Kähler metric, for each given Kähler

class.

Here, Kähler means complex manifold with holonomy U(n) and the first Chern class

c1(TX) is a topological invariant given by the cohomology class [R] of the Ricci form

c1(TX) ≡ 1

2π
[R]

!
= 0. (2.36)

Such a manifold is called Calabi-Yau (CY) and its holonomy group is proven to be

contained in SU(n). This is because Kähler manifolds already have reduced anomaly

U(n) ≃ SU(n)×U(1). The U(1) factor, generated by the Ricci tensor, then vanishes

if the Ricci-flat condition is imposed. In Section 2.5.3, we will study the properties of

Calabi-Yau manifolds in more detail, in particular the Calabi-Yau threefolds, which

have SU(3) holonomy and are therefore suitable for compactification.

The other condition for unbroken supersymmetry, (2.33), can be recast in complex

coordinates in the form of the Hermitian Yang-Mills equations

gabFab = 0, Fab = Fab = 0. (2.37)

The second equation, Fab = Fab
!
= 0, can be satisfied for a suitable connection A,

if the vector bundle V is holomorphic (i.e. the transition functions are holomorphic

maps). According to the Donaldson-Uhlenbeck-Yau (DUY) theorem [76, 77], there

exists a connection for which gabFab
!
= 0 also holds true, if V is poly-stable and has

vanishing slope. Mathematically, the notion of stability is introduced by defining the

slope of a bundle V as

µ(V ) ≡ 1

rk(V )

∫

X

c1(V ) ∧ J ∧ J, (2.38)

where J is the Kähler form onX and c1(V ) and rk(V ) are the first Chern class and the

rank of the bundle. Then V is called stable if the slope satisfies µ(F ) < µ(V ), for all

sub-sheafs F ⊂ V with rank 0 < rk(F ) < rk(V ), and poly-stable if it is decomposable

as a direct sum of stable bundles V =
⊕n

i=1 Ui, with slopes µ(Ui) = µ(V ).

As for the zero-slope condition, it is automatically satisfied if we assume that

c1(V ) ≡ i

2π
[TrF ] = 0, (2.39)

which is equivalent to saying that the structure group of V is special unitary. This is

needed to ensure that the structure group of V embeds into E8, and in addition to
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that, special unitary groups such as SU(5), SU(4) and SU(3) give rise to the GUT

groups SU(5), SO(10) and E6 respectively, in the 4d theory. In general however,

U(n) vector bundles with c1(V ) 6= 0 can also lead to phenomenologically interesting

compactifications [78], although they will not be the subject of this thesis.

In conclusion, in order for N = 1 supersymmetry to be preserved at lower energies,

the 4d space must be flat, the internal manifold must be Calabi-Yau and the vector

bundle must be holomorphic and poly-stable.

2.4.3 Conditions for anomaly cancellation

The background geometry is further constrained by the anomaly cancellation condi-

tion. Since the left-hand side of (2.29) is exact, Tr(R∧R) and Tr(F ∧F ) must be in

the same cohomology class, thus leading to a topological identity

ch2(TX) = ch2(V ) + ch2(Ṽ ) (2.40)

between the tangent bundle of X and the E8×E8 gauge bundle (here ch2 denotes the

second Chern character). In certain theories, the vacuum is altered by the presence

of 5-branes, so the anomaly condition becomes

ch2(TX)− ch2(V )− ch2(Ṽ ) = W, (2.41)

withW being the homology class of the two-cycles (curves) in X , around which the 5-

branes wrap. Preservation of supersymmetry requires these cycles to be holomorphic,

and consequentlyW to be effective, i.e. an element of the Mori cone {∑i ai[Ci], where

Ci ⊂ X are holomorphic curve representatives, and ai ∈ R+}. Provided that the left-

hand side of (2.41) is effective, one can construct anomaly-free models by wrapping

5-branes on the relevant cycles. If we assume Ṽ is trivial and use c1(TX) = c1(V ) = 0,

we obtain

c2(TX)− c2(V ) = W, (2.42)

for W ∈ H2(X,Z), an effective class.

2.5 Mathematical Ingredients for Compactification

In order to have a proper understanding of Calabi-Yau manifolds and holomorphic

vector bundles (the main ingredients of compactification), one needs to be familiarised

with concepts from complex geometry and Hodge theory. In this section we will briefly
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discuss these topics and then proceed to describe a particular class of CY manifolds

that is used in this thesis, namely the Complete Intersection Calabi Yau manifolds

(CICYs).

2.5.1 Complex manifolds

Definition 2.5.1. An n-dimensional complex manifold M is a 2n-dimensional real

manifold that resembles the complex flat space C
n locally.

In order to satisfy this, M must be equipped with an atlas of charts (Uα, φα), where

{Uα} are open subsets that cover M , and every map φα : Uα → Cn must be a

homeomorphism. Moreover, for any two given subsets Uα and Uβ that satisfy Uα ∩
Uβ 6= ∅, the associated transition map ψβα ≡ φβ ◦φ−1

α , ψβα : φα(Uα ∩Uβ) → φβ(Uα ∩
Uβ) must be holomorphic. This is to ensure that the tangent space can be complexified

with respect to some projection operators, such that TpM = TpM
+⊕TpM− and every

vector field is decomposable into a holomorphic and an anti-holomorphic component.

It has been shown that

Theorem 2. An even-dimensional real manifold is complex if and only if it is endowed

with a globally defined almost complex structure Ia
b, satisfying Ia

bIb
c = −δca, and the

Niejenhuis tensor Nab
c ≡ I[a

c
;b] − I[a

dIb]
eIcd;e vanishes.

This makes it possible for local complex coordinates za and za to be introduced, so

that on every patch, one has Ia
b = iδa

b, Ia
b = −iδab and Iab = Ia

b = 0. Any complex

manifold admits a metric of the form ds2 = gabdz
adzb, which is called hermitian. It

can be used to define the fundamental 2-form

J = igabdz
a ∧ dzb, (2.43)

by lowering one index of the complex structure, i.e. Jab = Ia
cgcb.

Definition 2.5.2. A Kähler manifold is a complex manifold with hermitian metric,

for which the form J is closed.

In this case, J is called a Kähler form. The restriction dJ = 0 ensures that the only

non-zero coefficients of the Levi-Civita connection are Γcab and Γc
ab
, thus preserving

holomorphicity under parallel transport, so the holonomy group is U(n). Another

important feature of Kähler geometry is that on every patch Uα, we can define a

real-valued function Kα, known as the Kähler potential, which specifies the metric

gab = ∂a∂bKα. (2.44)
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The Kähler potential is not unique and, on the intersection of patches, two Kähler

potentials are related by Kα(z, z) = Kβ(z, z) + fαβ(z) + fαβ(z), where f and f are

a holomorphic and an anti-holomorphic function. Further properties stem from the

computation of curvature tensors and, in particular, the Ricci form R ≡ iRabdz
a ∧

dzb = i∂∂log(g1/2), which is closed, globally defined and determines the first Chern

class. We conclude our discussion of Kähler manifolds with a short look on complex

projective spaces.

Example 2.5.1. As a subclass of compact Kähler manifolds, complex projective

spaces CP
n or, shortly, Pn will be the building blocks for our Calabi-Yau mani-

folds. These spaces are obtained by identifying points in Cn+1 \ {0} according to

the equivalence relation (x0, ..., xn) ∼ λ(x0, ..., xn), for λ ∈ C∗, so that every element

(x0 : ... : xn) ∈ Pn corresponds to a line through the origin. The numbers xα are called

homogeneous coordinates on Pn. On each open patch Uα = {(x0 : ... : xn)|xα 6= 0},
we can define new parameters ξαµ ≡ xµ/xα (µ 6= α), which map Uα to Cn and are

called inhomogeneous coordinates. The transition functions on Uα ∩ Uβ overlaps are

simply multiplications by xα/xβ so they are holomorphic. In line with (2.44), the

Fubini-Study Kähler potential is introduced on every patch Uα

Kα =
i

2π
lnκα , where κα ≡

n∑

µ=0

|ξαµ |2, (2.45)

which allows one to calculate the metric and the Kähler form J = i∂∂Kα. In particu-

lar, the Ricci tensor R = −(n+1)J shows that projective spaces are not Calabi-Yau,

even though many well-known Calabi-Yau manifolds are submanifolds of projective

spaces.

2.5.2 Hodge theory

Hodge theory is an area of algebraic geometry that studies cohomology groups. The

reason why it is important to compactification is that there is a correlation between

the topology of the internal manifold and the low-energy spectrum of particles. In this

chapter we will analyse the most basic types of cohomologies: de Rham and Dolbeault.

Section 2.5.5 will introduce vector bundle cohomologies, which are more elaborate.

We start by defining Ωp(M), as the set of all p-forms that live on a Riemannian n-

dimensional manifoldM , and we assume thatM is compact and without a boundary.

The exterior derivative is an operator d : Ωp(M) → Ωp+1(M), so that

dωp =
1

p!
∂i0ωi1...ipdx

i0 ∧ dxi1 ∧ ... ∧ dxip, ωp ∈ Ωp(M). (2.46)
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A p−form ωp is called closed if dωp = 0 and exact if ωp = dνp−1, for some νp−1 ∈
Ωp−1(M). Since d2 = 0, all exact forms are also closed, while closed forms are not

necessarily exact (although on local patches, they can be expressed as ωp = dνp−1).

Definition 2.5.3. Let Zp be the set of closed p-forms on M , and Bp the set of

exact p-forms on M . Then the quotient Hp(M) = Zp/Bp is called the pth de Rham

cohomology group.

The elements of Hp(M) are cohomology classes [ωp], obtained through setting the

equivalence relation ωp ∼ ωp + dνp−1, and ωp is called the representative of the class.

The dimension of Hp(M) is a topological invariant, referred to as the Betti number

bp. It is useful to define the Hodge star operator ∗ : Ωp(M) → Ωn−p(M)

∗(dxi1 ∧ ... ∧ dxip) =
√

|g|
(n− p)!

ǫi1...ip ip+1...indx
ip+1 ∧ ... ∧ dxin , (2.47)

in order to introduce the inner product on p-forms

(α, β) =

∫

M

α ∧ ∗β, where α, β ∈ Ωp(M), (2.48)

as well as the adjoint exterior derivative d† : Ωp(M) → Ωp−1(M), d† = (−1)np+n+1∗d∗,
for which (αp, dβp−1) = (d†αp, βp−1), and the Laplace operator ∆ = dd† + d†d.

Definition 2.5.4. A form γp is said to be harmonic if ∆γp = 0.

Using the inner product, one can prove that on a compact manifold without a bound-

ary, γp is harmonic if and only if dγp = d†γp = 0. Moreover, the Hodge decom-

position theorem states that for any p-form ωp, there is a unique decomposition

ωp = γp + dαp−1 + d†βp+1, where γp is the corresponding harmonic p-form. The

consequence of this is that every cohomology class contains precisely one harmonic

representative. The Betti number bp is therefore identical with the number of linearly

independent harmonic p-forms onM . In particular, if γp is harmonic, then ∗γp is also
harmonic, which means that Hp(M) and Hn−p(M) are isomorphic and bp = bn−p (the

Poincaré duality).

Moving on to complex manifolds, we define M as an n-dimensional compact com-

plex manifold and Ωp,q(M) as the space of (p, q)-forms on M . The exterior derivative

can be split into d = ∂ + ∂̄, where ∂ and ∂̄ are called Dolbeault operators, acting

separately as ∂ : Ωp,q(M) → Ωp+1,q(M) and ∂̄ : Ωp,q(M) → Ωp,q+1(M). They satisfy

∂2 = ∂̄2 = 0. As before, a (p, q)-form ωp,q is ∂̄-closed if ∂̄ωp,q = 0 and ∂̄-exact if

ωp,q = ∂̄νp,q−1 for some νp,q−1 ∈ Ωp,q−1(M).
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Definition 2.5.5. The (p, q)th Dolbeault cohomology is defined as the quotient

Hp,q

∂̄
(M) = Zp,q

∂̄
(M)/Bp,q

∂̄
(M), where Zp,q

∂̄
(M) and Bp,q

∂̄
(M) are the sets of ∂̄-closed

and ∂̄-exact (p, q)-forms, respectively.

The dimension of Hp,q

∂̄
(M) is called the Hodge number hp,q. On complex manifolds

with hermitian metric, an inner product between (p, q)-forms is introduced

(α, β) =

∫

M

α ∧ ∗β, where α, β ∈ Ωp,q(M) and ∗β ≡ ∗β̄, (2.49)

which allows one to define adjoint operators ∂†, ∂̄† and Laplace operators

∆∂ = ∂∂† + ∂†∂, ∆∂̄ = ∂̄∂̄† + ∂̄†∂̄. (2.50)

A (p, q)-form γp,q is said to be ∂̄-harmonic, if it is annihilated by the Laplacian ∆∂̄ .

One can prove that this is equivalent to ∂̄γp,q = 0 and ∂̄†γp,q = 0. Moreover, ∂̄-

harmonic forms are in one-to-one correspondence with the cohomology classes of

Hp,q

∂
(M), due to the unique Dolbeault decomposition ωp,q = γp,q + ∂̄αp,q−1 + ∂̄†βp,q+1

for any form ωp,q, where γp,q is ∂̄-harmonic. This is in analogy with the de Rham

case, although in general the de Rham and Dolbeault cohomologies are not related:

de Rham is purely topological, while Dolbeault depends on the specific choice of

complex structure. Only on compact Kähler manifolds is there an explicit relation,

namely through the identity ∆ = 2∆∂̄, which ensures that

Hr(M) =
⊕

p+q=r

Hp,q

∂̄
(M), br =

∑

p+q=r

hp,q. (2.51)

In this case, the Dolbeault cohomology is considered quasi-topological, because it

only depends on complex structure and not on the choice of Kähler metric [9] [79].

The corresponding Hodge numbers are constrained to satisfy

hp,q = hq,p (Hodge symmetry), hp,q = hn−p,n−q (Serre duality). (2.52)

Now, on a compact Kähler manifold, the Kähler form (2.43) is not just closed, but

can be chosen to be co-closed (and therefore harmonic), so it can be expanded in a

basis of harmonic (1, 1)-forms {ωi} as

J =

h1,1∑

i=1

tiωi, (2.53)

where the parameters ti give the Kähler cone, i.e. the set of possible Kähler forms

on M . Such parameters are constrained by the requirement that
∫
M
Jn > 0, since Jn
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is proportional to the volume element, and also by
∫
C1
J > 0, . . . ,

∫
Cn−1

Jn−1 > 0,

where Ci is an i-cycle. It is often possible and convenient to choose a basis {ωi}, such
that the Kähler cone is ti > 0. On a final note, the Ricci form is also closed, but

not necessarily harmonic, and it defines the cohomology class c1(TM) ∈ H1,1

∂̄
(M). If

c1(TM) is trivial (i.e. R is exact), the compact Kähler manifold is called Calabi-Yau.

2.5.3 Calabi-Yau manifolds

As mentioned before, a Calabi-Yau n-fold is an n-dimensional compact Kähler man-

ifold with vanishing first Chern class (2.36). On such a manifold, Theorem 1 (Yau’s

Theorem) guarantees the existence of a unique Ricci-flat metric. Moreover, the metric

has special holonomy group SU(n), which means that the manifold admits covariantly

constant spinors ξ, ξ of opposite chirality. Simple examples of Calabi-Yau n-folds in-

clude the complex elliptic curve, i.e. the two-torus T 2 (n = 1) and the K3 surfaces

(n = 2). However, in conformity with our compactification ansatz in Section 2.4.2,

we require that X is a Calabi-Yau threefold. Moreover, X must have precisely SU(3)

holonomy and not a subgroup thereof, so trivial cases such as T 6 or T 2 × K3 are

excluded.

Theorem 3. A compact Kähler threefold is Calabi-Yau if and only if it admits a

nowhere vanishing holomorphic (3, 0)-form Ω.

More explicitly, a holomorphic (3, 0)-form can be written as Ωmnr = f(z)ǫmnr on

every patch, where ǫmnr is the Levi-Civita symbol and f(z) is a nowhere vanishing

holomorphic function. This ensures that the Ricci form is exact, so the first Chern

class vanishes. Conversely, for any Calabi-Yau manifold, one can construct a nowhere

vanishing (3, 0)-form Ω, using the covariantly constant spinor ξ and the γ-matrices

Ωmnr = ξTγmnrξ. (2.54)

It can be proven that Ω is harmonic and (up to a constant) unique. The corresponding

cohomology class [Ω] is therefore the only element in H3,0(X), so h3,0 = 1. In addition

to that, the uniqueness of Ω sets a duality

h0,q = h0,3−q, hp,0 = h3−p,0, (2.55)

because for any given class [α] ∈ H0,q(X), there exists a unique class [β] ∈ H0,3−q(X),

such that
∫
X
Ω ∧ α ∧ β = 1. The rules listed in (2.52), together with the fact that
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h0,0 = 1 for a connected manifold, and h0,1 = 0 for strictly SU(3) holonomy,5 show

that the only unconstrained Hodge numbers remain h1,1 and h2,1. This information

is best encoded by the Hodge diamond diagram

h0,0

h1,0 h0,1

h2,0 h1,1 h0,2

h3,0 h2,1 h1,2 h0,3

h3,1 h2,2 h1,3

h3,2 h2,3

h3,3

=

1

0 0

0 h1,1 0

1 h2,1 h2,1 1

0 h1,1 0

0 0

1

. (2.56)

Additionally, one can introduce the Euler number, which simplifies to

χ ≡
6∑

p=0

(−1)pbp = 2
(
h1,1 − h2,1

)
. (2.57)

Being Kähler, Calabi-Yau manifolds admit a metric ds2 = gmndz
mdzn with a corre-

sponding Kähler form J = igmndz
m ∧ dzn that is closed and expanded in a basis of

harmonic (1, 1)-forms {ωi} as in (2.53). Integrating J ∧J ∧J over X gives the volume

V of the manifold
∫

X

J ∧ J ∧ J = dijkt
itjtk = 6V, (2.58)

where dijk are the intersection numbers

dijk =

∫

X

ωi ∧ ωj ∧ ωk. (2.59)

It is obvious from (2.53) that the choice of Kähler form is determined by h1,1 real

parameters ti. In a similar way, the complex structure is specified by h2,1 complex

parameters za, as seen by expanding the (2, 1)-form Imnr = ΩmnsI
s
r in a basis of

harmonic forms. Consequently, the Hodge numbers h1,1 and h2,1 describe the topology

of the manifold in two separate ways: h1,1 counts the independent size deformations

that keep the complex structure invariant, while h2,1 counts deformations of shape. An

important observation, which led to the concept of mirror symmetry, was that Calabi-

Yau manifolds come in pairs (X, X̃), satisfying H1,1(X) ≃ H2,1(X̃) and H2,1(X) ≃
5The reason behind this is that spinors on a CY manifold correspond to (0, k)-forms, for k =

0, ..., 3, due to Dirac matrices acting like creation and annihilation operators: {γm, γn} = {γm, γn} =
0 and {γm, γn} = 2gmn. In particular, the states γmξ and γmγnξ get multiplied to (0, 1) and (0, 2)-
forms respectively, and as they are not allowed to transform trivially under SU(3), the restriction
h0,1 = h0,2 = 0 has to be imposed.
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H1,1(X̃). The type IIA string theory compactified on X was proven to be dual to

the type IIB string theory compactified on X̃ . In the case of heterotic string theory

however, mirror symmetry is not so well understood.

2.5.4 Complete Intersection Calabi-Yau manifolds

One reliable method of constructing Calabi-Yau Manifolds is by embedding them in

a product of projective spaces A = Pn1 × ...× Pnm, referred to as the ambient space.

The reason why complex projective spaces are used instead of Cn is because none

of the Kähler submanifolds of Cn are compact, while all analytic submanifolds of Pn

are guaranteed to be Kähler and compact [10]. A Complete Intersection Calabi-Yau

Manifold (CICY) X is defined as the intersection of K hypersurfaces {Mj}j=1,...,K,

X =M1 ∩ ... ∩MK , (2.60)

where each Mj is the zero locus of a polynomial pj , with variables in the ambient

space A. In order for the intersection to be called complete, it is necessary that the

K-form

Ψ = dp1 ∧ ... ∧ dpK , (2.61)

is nowhere vanishing on X , to ensure that X does not possess any singularities.

Additionally, this imposes that the dimension of the CICY is equal to the dimension

of the ambient space minus the number of polynomials. In the case where X is a

threefold, this means

m∑

i=1

ni −K = 3. (2.62)

Now, suppose the homogenous coordinates of each projective space Pni are written as

x(i) = (x
(i)
0 : x

(i)
1 : ... : x

(i)
ni ), so that A has projective coordinates (x(1), ...,x(m)). Every

polynomial pj defined on A is characterised by a multi-degree vector qj = (q1j , ..., q
m
j ),

where qij specifies the degree in the x(i) coordinate. It is useful to represent the

corresponding CICY through the following configuration matrix




Pn1 q11 q12 . . . q1K
P
n2 q21 q22 . . . q2K
...

...
...

. . .
...

Pnm qm1 qm2 . . . qmK




h1,1,h2,1

χ

, (2.63)
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where the condition
∑K

j=1 q
i
j = ni + 1 needs to be imposed for every i = 1, ..., m, in

order for c1(TX) to vanish. There is a finite number (7890, to be precise) of possible

CICY configurations, as originally established in Refs. [10] and [12]. Out of those,

we are only interested in the favourable configurations, for which the Kähler form J

descends directly from the Kähler forms Ji of the projective spaces P
ni, for i = 1, ..., m.

These CICYs have h1,1 = m and their Kähler cone (2.53) and intersection numbers

(2.59) are simply obtained by setting the basis of (1, 1)-forms {ωi} to be ωi = Ji|X . It
is for this reason that favourable CICYs are preferred. Well-known examples include

the quintic the bicubic the tetraquadric

[P4 5]
1,101
−200 ,

[
P2 3

P
2 3

]2,83

−162

,




P1 2

P1 2

P
1 2

P1 2




4,68

−128

.
(2.64)

In particular, the tetraquadric manifold will constitute the focus of Chapter 3.

2.5.5 Holomorphic vector bundles and their cohomologies

We conclude our review of mathematical concepts with a short discussion of holo-

morphic vector bundles. More useful information can be found in Appendix A.

Definition 2.5.6. A vector bundle E over an n-dimensional complex manifold M is

called holomorphic if it is endowed with a holomorphic projection π : E → M and

the local trivialisation maps φα : π−1(Uα) → Uα × Cr are biholomorphic.

An equivalent statement is that on every overlap Uα∩Uβ 6= ∅, the transition function

tαβ ≡ φα ◦φ−1
β , tαβ : Uα ∩Uβ → GL(r,C) is holomorphic. At every point p ∈M , the

fiber Ep ≡ π−1(p) is an r-dimensional complex vector space, thus giving the rank r

of the vector bundle. In particular, a vector bundle of rank 1 is called a line bundle.

Moreover, for each vector bundle E, one can define the dual bundle E∗ overM , whose

fiber E∗
p is the set of linear maps f : Ep → C.

A local section is a map σ : Uα → E that satisfies π ◦ σ = idM . It can be

expanded as σ =
∑r

i=1 σ
isi with respect to a local frame of r linearly independent

sections (s1, ..., sr) that span the fiber Ep at every point p ∈ Uα. In a similar way,

bundle-valued (p, q)-forms are written as α =
∑r

i=1 α
i⊗ si, where α

i ∈ Ωp,q(M). The

space of these (p, q)-forms is denoted Ap,q(E).
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Example 2.5.2. Obvious examples of holomorphic vector bundles are the holomor-

phic tangent bundle T 1,0M and its dual, the holomorphic cotangent bundle T ∗
1,0M ,

whose sections are expanded by {∂i} and {dzi} respectively, for i = 1, ..., n. Since their

relation to the anti-holomorphic bundles T 0,1M and T ∗
0,1M is isomorphic, through

charge conjugation, it is customary to work only with T 1,0M and T ∗
1,0M and simply

refer to them as TM and T ∗M . In general, the set of (p, q)-forms Ωp,q(M) represents

the space of sections of the bundle ∧pT ∗
1,0M ⊗ ∧qT ∗

0,1M .

In analogy to Section 2.5.2, the operator ∂ : Ωp,q(M) → Ωp,q+1(M) can be gen-

eralised to act on E-valued forms as ∂E : Ap,q(E) → Ap,q+1(E), such that locally

∂Eα =
∑r

i=1 ∂α
i ⊗ si. Essentially, the procedures of Hodge theory are repeated to

reveal that ∂E-harmonic forms are in one-to-one correspondence with cohomology

classes of

Hp,q(M,E) =
Ker

(
∂E : Ap,q(E) → Ap,q+1(E)

)

Im
(
∂E : Ap,q−1(E) → Ap,q(E)

) , (2.65)

where Hp,q(M,E) ≃ Hq(M,E ⊗ ∧pT ∗
1,0M).

On a Calabi-Yau threefold X with poly-stable vector bundle V , several simplifica-

tions occur. Firstly, the fact that TX ≃ ∧2T ∗X (due to the uniqueness of Ω), implies

that H1(X, TX) ≃ H2,1(X) and H1(X, T ∗X) ≃ H1,1(X). Secondly, because the

canonical bundle KX = ∧3T ∗
1,0X is trivial, the following version of the Serre duality

holds

Hq(X, V ) ≃ H3−q(X, V ∗). (2.66)

Finally, the index of V is given by the Hirzebruch–Riemann–Roch theorem

ind(V ) ≡
3∑

q=0

(−1)qhq(X, V ) =

∫

X

Td(X) ∧ ch(V ) =
1

2

∫

X

c3(V ), (2.67)

where Td(X) and ch(V ) are topological invariants of V and X , known as the Todd

class and the Chern character respectively, while c3(V ) is the third Chern class of

V . In particular, for a stable SU(r) bundle, h0(X, V ) = h3(X, V ) = 0, so ind(V ) =

−h1(X, V ) + h1(X, V ∗).

Definition 2.5.7. Let us assume X is a Complete Intersection Calabi-Yau manifold

embedded in an ambient space A. Then the normal bundle N on A is the quotient

NA|X = TA|X
/
TX, (2.68)

where TA|X is the restriction of the tangent bundle TA on X .
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The rank of N is precisely K, the co-dimension of X . If we denote by i the natural

injection of TX into TA|X , one can construct a short exact sequence

0 −→ TX
i−→ TA|X ∇p−→ NA|X −→ 0, (2.69)

where p = (p1, ..., pK) is the K-tuple of defining polynomials. In general, it is con-

venient to build short exact sequences of vector bundles, because they induce long

exact sequences in cohomology, from which the cohomology groups can be calculated.

More precisely, if A, B, C are three vector bundles on an n-dimensional base space

M , satisfying

0 −→ A
f−→ B

g−→ C −→ 0, (2.70)

then the corresponding relation between cohomology groups is

0 −→ H0(M,A)
f−→ H0(M,B)

g−→ H0(M,C)
δ0−→

−→ H1(M,A)
f−→ H1(M,B)

g−→ H1(M,C)
δ1−→

...
...

...

−→ Hn(M,A)
f−→ Hn(M,B)

g−→ Hn(M,C) −→ 0, (2.71)

where δi are the coboundary maps.6 Of particular importance is the Koszul sequence,

which relates a vector bundle V on the ambient space A to its restriction V = V|X
on the Calabi-Yau manifold, using the dual to the normal bundle N ∗,

0 −→ ∧KN ∗ ⊗ V −→ ... −→ ∧2N ∗ ⊗ V −→ N ∗ ⊗ V −→ V −→ V −→ 0. (2.72)

This sequence is short exact only if K = 1, but even for higher co-dimensions we can

split (2.72) into short exact pieces in order to express cohomology groups Hq(X, V )

in terms of ambient space cohomologies.

In this thesis we will make a major simplification, by assuming models in which

the vector bundle on X is a Whitney sum of line bundles, i.e. V =
⊕r

i=1 Li. Such

vector bundles have structure group S(U(1)r), rather than SU(r), and are motivated

by the fact that cohomologies of line bundles are much easier to calculate. Moreover,

line bundles are automatically stable,7 so V is poly-stable, provided that the slope of

each line bundle is µ(Li) = µ(V )
!
= 0. For these reasons, it is proper to discuss here

the line bundles that will serve as building blocks for our model.

6More information about the coboundary map can be found in Appendix B.
7By the definition of stability in Section 2.4.2, all line bundles are trivially stable because they

have no proper subsheaf.
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Example 2.5.3. The tautological (or universal) line bundle on Pn is defined as a

sub-bundle of Pn × Cn+1 for which the fiber at every point (x0 : ... : xn) ∈ Pn is the

line through the origin {(λx0, ..., λxn), λ ∈ C∗} or, more formally written,

OPn(−1) = {(l, v) ∈ P
n × C

n+1|v ∈ l}. (2.73)

Its dual, the hyperplane line bundleOPn(1) is a sub-bundle of Pn×(Cn+1)∗, whose fiber

at every point is the space of linear functionals
∑n

i=0 λix
i ∈ C (hence it is a bundle of

hyperplanes). More line bundles can be defined on Pn as tensor products OPn(k) =

OPn(1)⊗k and OPn(−k) = OPn(−1)⊗k, for k ∈ Z. They are used to build line bundles

on the ambient space OA(k) = OPn1 (k1)⊗ ...⊗OPnm (km), where k = (k1, ..., km), and

through restriction, line bundles on the Calabi-Yau manifold OX(k) = OA(k)|X .

In particular, the cohomology groups of line bundles on A are related via the Künneth

formula to cohomology groups of line bundles on individual projective spaces

Hq(A,OA(k)) =
⊕

q1+...+qm=q

Hq1(Pn1 ,O(k1))× ...×Hqm(Pnm,O(km)). (2.74)

In future chapters we will learn how exactly to calculate these cohomologies and how

to use the Koszul sequence (2.72) in order to determine Hq(X,OX(k)).

2.6 Dimensional Reduction of the 10d Theory

Now that we have the mathematical tools to proceed with the compactification, our

goal is to dimensionally reduce the heterotic 10d theory down to 4d. There are

several steps that need to be taken. The first is the dimensional reduction of the

gravitational sector, namely the dilaton, B-field and Einstein-Hilbert terms of the

bosonic action (2.27). Next in line is the dimensional reduction of the matter sector,

or the α′-dependent part, with the emergence of 4d matter multiplets in the resulting

GUT group representations. In passing, we will also discuss what happens with

the fermionic action and how to obtain holomorphic Yukawa couplings from the 10d

theory. In the last part of this section, we will specify how to further break the GUT

group down to the SM group via Wilson lines, as this is the final stage through which

the heterotic string theory is connected to particle physics.

Most of the results in this chapter are well-known in the literature ([9],[13],[70],[114]),

however some of them, such as Eqs. (2.89)–(2.92), are based on original work. A more

detailed description of these original formulae will be provided later, in Section 5.1.
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2.6.1 Dimensional reduction of the bosonic gravity sector

At the first stage of compactification, we can neglect all O(α′) contributions to the

10d bosonic action, in order to focus on the gravity sector. We start by expanding

the bosonic fields of the gravity multiplet according to the compactification ansatz.

Expanding the dilaton Under the assumption that 10d fields are perturbations

around the M4 × X vacuum, any scalar field φ(xM) can be expanded in terms of

the external and the internal coordinates as φ(x, y) ≃ φ(x)φ(y), where x and y are

short-hand notations for xµ and ym. The solution to the equation of motion ∆φ = 0

implies that φ(y) is a constant, which can be taken to be 1, therefore the 10d dilaton

is trivially expanded as φ(x, y) = φ(x). Of particular significance is the background

value of the dilaton, which determines the string coupling constant via gs = e〈φ〉.

Expanding the B field For the case of the B field, it is again necessary to analyse

the equations of motion. In order for B to be physical, it must be invariant under a

gauge transformation δB = dΛ which decouples the time-like modes ofB (these modes

are responsible for negative norm states). The usual gauge choice, d†B = 0, together

with the equation d†dB = 0, derived from the minimisation of action,8 show that

∆B = 0, i.e. B is harmonic. Now, on a vacuum space M4 ×X , the Laplacian splits

into ∆ = ∆4 +∆X , which means that massless fields9 of the 4d theory correspond to

zero modes of the Laplace operator ∆X , and therefore to harmonic forms representing

classes in Hp,q(X). Applying what we learned about cohomology groups of Calabi-

Yau manifolds, the expansion of B reads

B(x, y) = B(x) +
h1,1∑

i=1

τ i(x)ωi(y), (2.75)

where B(x) is the rank-2 tensor field in the 4d theory, {τ i} is a set of h1,1 scalar fields,

known as moduli, and {ωi} is a basis of harmonic (1, 1)-forms. In particular, B(x)

has a single degree of freedom and is a pseudoscalar, so it can be dualised to a 4d

real scalar field γ(x)

dB = ∗4dγ. (2.76)

8Writing the action of B as an inner product (H,H) =
∫
H ∧ ∗H , where H = dB +O(α′) is the

field strength, and then imposing δ(H,H)
!
= for small variations of B leads to the result d†dB = 0.

9In the equation ∆4B+∆XB = 0, ∆XB has the role of a mass-squared term for the effective 4d
field, however non-zero eigenvalues of ∆X are too large to be measured, as they are proportional to
1/l2c ≫ 1, where lc is the typical length scale of the internal manifold. It is for this reason that only
massless fields are relevant at low energy.
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Expanding the metric Following [13], the internal manifold remains Ricci-flat

upon δg deformations of the metric, provided that the Lichnerowicz equation is sat-

isfied

∇F∇F δgAB + 2RA
C
B
DδgCD = 0. (2.77)

Hence the solution is of the form δg = δgmndy
mdyn + δgmndy

mdyn + c.c., where

δgmn = −i
h1,1∑

i=1

ti(x)ωimn(y), (2.78)

δgmn = − 1

‖Ω‖2Ωm
pq

h2,1∑

a=1

za(x)ρa pqn(y) (2.79)

are expansions in bases of harmonic (1, 1)-forms {ωi} and harmonic (2, 1)-forms {ρa},
respectively. The 4d real scalar fields ti are called Kähler moduli and parametrise size

deformations, while the 4d complex scalar fields za are the complex structure moduli

parametrising deformations of shape.

It is now possible to apply the field expansions (2.75), (2.78) and (2.79) to the 10d

action (2.27), but while doing so, we want to remove the exponential prefactor e−2φ

from the Ricci scalar term. This involves moving from the string frame of tree-level

string interactions to the Einstein frame through a Weyl rescaling of the external

metric

gµν → e2φgµν . (2.80)

Under this transformation, the 4d bosonic action at zeroth order (α′ ≈ 0) reads

S0 =
1

2κ24

∫
d4x

√−g
(
R− 2

(S+S)2
∂µS∂µS − 2Gij∂

µT i∂µT
j−2Gab∂

µza∂µz
b

)
, (2.81)

where

Gij =
1

4V

∫

X

ωi ∧ ∗Xωj , Gab =

∫
X
ρa ∧ ρb∫

X
Ω ∧ Ω

(2.82)

are the Kähler and complex structure moduli space metrics respectively, and

S = e−2φ + iγ, T i = ti + iτ i (2.83)

are defined as 4d complex moduli fields, together with za. In total, the gravity sector

contains h1,1 + h2,1 + 1 such fields, sitting in N = 1 chiral supermultiplets. It is also

useful to introduce Kähler potentials

K(J) = −ln

(
4

3

∫

X

J ∧ J ∧ J
)
, K(CS) = −ln

(
i

∫

X

Ω ∧ Ω

)
, (2.84)
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from which the moduli space metrics can be derived, using Gij = ∂i∂jK
(J) and

Gab = ∂a∂bK
(CS). Finally, note that in the expression (2.81), κ4 is assumed to be the

4d gravitational coupling, so that κ24 = 8πGN , where GN is Newton’s constant. The

relation between κ24 and its 10d counterpart κ2 ∼ g2s l
8
s is given by κ2 = κ24V, where

V is the volume of the compact manifold. Interestingly, this also relates the string

length and the Planck length via lP ∼ gsl
4
s/
√
V, showing that lP < ls for adequate

values of gs and V. With these observations, we conclude our discussion of the gravity

sector.

2.6.2 Dimensional reduction of the bosonic matter sector

Compactifying the α′-dependent part of the bosonic action (2.27) involves expanding

the gauge field as A = A(0) + A(1), where A(0) is the non-zero vacuum expectation

value onX and A(1) is an infinitesimal fluctuation. Being in the adjoint representation

248 of E8, A
(1) must split as

248 →
[
(AdjG, 1)⊕ (1,AdjH)⊕

⊕
(RG,RH)

]
G×H

(2.85)

under the symmetry breaking E8 → G × H , where G is the group structure of the

holomorphic vector bundle V and H is the effective 4d GUT group. In particular,

the piece transforming in the adjoint of H is interpreted to be the 4d gauge boson

A(x) = Aµ(x)dx
µ, while for the other components the ansatz is

A
(1)
(RG,RH) = CI(x)νIm(y)dy

m +DP (x)σPm(y)dy
m, (2.86)

where CI and DP are matter fields in the representations RH and RH respectively,

while νI ∈ H1(X, VRG
) and σP ∈ H1(X, V ∗

RG
) are harmonic (0, 1)-forms on the

bundles VRG
and V ∗

RG
, associated to representation RG of G. This is in line with

the requirement that A(1) is harmonic, which comes from the Yang-Mills condition

dA ∗F = 0 and the gauge choice dA ∗A(1) = 0, with dA being the covariant derivative

on the bundle. With the ansatz (2.86) and redefining F as the 4d field strength of

A(x), the Yang-Mills action becomes10

SYM = − α′

2κ24

∫
d4x

√−g
(
1

4
Re(f) TrF 2 + 2GIJDµC

IDµCJ + ...

)
, (2.87)

where f = S is the gauge kinetic function, GIJ is the matter field Kähler metric

GIJ =
1

2V

∫

X

d6y
√
g(6)g(6)mnνImνJn =

1

2V

∫

X

νI ∧ ∗V νJ , (2.88)

10One notices that representations (RG,RH) and (RG,RH) are both present in the decomposition

of 248 and the relation A
(1)

(RG,RH)
= A

(1)∗
(RG,RH ) is implied by complex conjugation.
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and by the ellipsis we indicate that further kinetic terms must be added, one for

each type of RH-multiplets in the decomposition (2.85). The number of families in a

representation RH is given by nRH
= h1(X, VRG

), while the number of anti-families is

nRH
= h1(X, V ∗

RG
). This means that the net number nRH

−nRH
of RH -multiplets is a

topological invariant of the bundle, namely the index ind(VRG
), as defined in (2.67).

In the particular case of the representation (AdjG, 1)G×H , the resulting 4d scalars

are uncharged under the GUT group H , so they are called vector bundle moduli.

As the corresponding bundle for AdjG is V ⊗ V ∗, the number of bundle moduli is

n1 = h1(X, V ⊗ V ∗). For the other representations of G, VRG
descends from the

principal bundle V , either as V itself, if RG is the fundamental representation, or as

the dual V ∗ or the wedge products ∧2V , ∧2V ∗. Quoting [35], the main results for

vector bundles with structure groups G = SU(3), SU(4) and SU(5) are presented

in Table 2.1. All three cases lead to a corresponding GUT that was discussed in

Section 2.2.2. Finally, the coefficient in front of the Yang-Mills action (2.87) can be

identified with the GUT coupling 1/g2GUT, thus giving a proportionality of the form

gGUT ∼ gsl
3
s/
√
V between gGUT and the parameters of the 10d theory.

E8 → G×H Decomposition of 248 Spectrum

n27 = h1(V )

SU(3)× E6 (8,1)⊕ (1,78)⊕ (3,27)⊕ (3,27) n
27

= h1(V ∗)

n1 = h1(V ⊗ V ∗)

n16 = h1(V )

n
16

= h1(V ∗)

SU(4)× SO(10) (15,1)⊕ (1,45)⊕ (4,16)⊕ (4,16)⊕ (6,10) n10 = h1(∧2V )

n1 = h1(V ⊗ V ∗)

n10 = h1(V ∗)

n
10

= h1(V )

SU(5)× SU(5) (24,1)⊕ (1,24)⊕ (5,10)⊕ (5,10)⊕ (10,5)⊕ (10,5) n
5
= h1(∧2V ∗)

n5 = h1(∧2V )

n1 = h1(V ⊗ V ∗)

Table 2.1: Different symmetry breaking scenarios for the E8 gauge group, as dictated
by the choice of a vector bundle V with structure group G = SU(3), SU(4) or SU(5).
The resulting spectrum of particles (matter fields and bundle moduli) is determined
by the cohomology groups of the bundle.

As a side note, one of the original methods of heterotic compactification was the

standard embedding, through which the vector bundle V is chosen to be identical

with the holomorphic tangent bundle TX , so that the anomaly cancellation condi-

tion (2.42) is automatically satisfied. Since the holonomy of X is SU(3), the spin
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connection is embedded in the gauge group E8 as the gauge connection of an SU(3)

subgroup. Thus, the standard embedding is a case of SU(3) × E6 compactification

and has a net number of families |n27 − n27| = |h2,1(X)− h1,1(X)| = |χ|/2. Despite

its computational triumphs (4d physical Yukawa couplings, in particular), the model

is too restrictive, therefore we look for models with a more general embedding.

To conclude this section, the compactification of the α′-dependent part of the

bosonic action does not only give rise to matter field kinetic terms. There are also

several cross-terms arising from the |H|2 action. This is seen by expanding B in terms

of the moduli τ i as in (2.75) and the Chern-Simons form ωYM in terms of the matter

fields CI to obtain

Scross terms =
α′

2κ24

∫
d4x

√−g
(
1

2
ΛiIJ∂

µτ iCIDµC
J + c.c.

)
, (2.89)

where ΛiIJ is a coupling

ΛiIJ =
1

2V

∫

X

(∗Xωi) ∧ νI ∧ (HνJ), (2.90)

and H is the Hermitian structure on the bundle. It is important to note that in the

presence of matter fields, the moduli fields in Eq. (2.83) get modified to an expression

of the form

T i = ti + iτ i + α′ ΓiIJC
ICJ , (2.91)

for certain coefficients ΓiIJ . Using this and the Kähler potential to compute the terms

KT iCJ∂µT iDµC
J , one identifies

ΛiIJ = −i∂GIJ

∂ti
, ΓiIJ = −1

4
Gij ∂GIJ

∂tj
. (2.92)

where Gij is the inverse Kähler moduli metric and GIJ is the matter field metric.11

2.6.3 Dimensional reduction of the fermionic sector

Due to supersymmetry, all the fermionic fields in the 4d theory are expected to be

the superpartners of the bosonic fields derived in Sections 2.6.1 and 2.6.2. For this

reason, compactifying the fermionic sector may seem redundant and is mainly useful

11It is easy to see that GIJ is indeed t-moduli dependent, by expressing it as

GIJ = − i

4V

∫

X

J ∧ J ∧ νI ∧ (HνJ), where J = tiωi, V =
1

6
dijkt

itjtk.
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as a consistency check. As a reminder, the 10d fermions are the spin-3/2 gravitino

ψM , the spin-1/2 dilatino λ and the spin-1/2 gaugino χ, which transforms in the

adjoint representation of E8. They have the following kinetic terms

Sf = − 1

2κ2

∫
d10x

√−ge−2φ

[
ψMΓMNPDNψP +

1

2
λΓMDMλ+

α′

2
Tr(χΓMDMχ)

]
, (2.93)

where all ΓN ’s are 10d Γ-matrices and their antisymmetrised product is given by

ΓN1N2...Nn =
1

n!
Γ[N1ΓN2...ΓNn] . (2.94)

Constructing the Clifford algebra in various dimensions is thoroughly discussed in

sources like Ref. [84] (Appendix B). For our particular case,

Γµ = γµ ⊗ 1, Γm = γ5 ⊗ γm, Γm = γ5 ⊗ γm, (2.95)

where γµ are the standard Dirac matrices in 4d, γ5 is their corresponding chirality

operator, and γm, γm are internal manifold gamma-matrices satisfying

{γm, γn} = 2gmn, {γm, γn} = {γm, γn} = 0. (2.96)

Spinors are defined in D dimensions as 2[D/2]-dimensional representations of the

Lorentz group SO(1, D − 1), by taking generators σMN = 1
4
[ΓM ,ΓN ]. If D is even,

a Dirac spinor can be split into two irreducible Weyl representations and if a con-

straint Ψ† = ΨTC can be applied, where C is the charge conjugation matrix, then the

spinor Ψ is said to be Majorana. In 10d, the Majorana-Weyl spinor 16 of SO(1, 9)

decomposes under SO(1, 9) → SO(1, 3)× SO(6) as

16 → (2, 4)⊕ (2′, 4), (2.97)

from which one can see that the compactification ansatz M4 × X renders Ψ(x, y) =

Ψ4d(x) ⊗ ΨX(y) + Ψ4d(x) ⊗ ΨX(y) for any spinor field Ψ. The representation 4 of

SO(6) is further split into 1 ⊕ 3 under the reduced SU(3) holonomy, so in general

ΨX can be expanded as

ΨX(y) = a(y)ξ + bm(y)γ
mξ, (2.98)

where a is a smooth function and b is a (0, 1)-form, both being defined on X or a

bundle thereof, depending on the gauge representation of ΨX , while γm and γm act

as raising and lowering operators, and ξ, ξ are the covariantly constant spinors of

opposite chirality, satisfying γmξ = 0 and γmξ = 0 (see Ref. [44]).
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In terms of the equations of motion, the gravitino, being a vector-spinor field,12

respects the Rarita-Schwinger equation ΓMNPDNψP = 0, while the dilatino and the

gaugino satisfy Dirac equations /Dλ = 0 and /Dχ = 0 respectively, where the 10d Dirac

operator /D is ΓMDM and the covariant derivative DM is defined with respect to the

spin connection and (in the case of the gaugino) the background gauge fields. Now,

the Dirac operator splits as /D = /D4 + /DX , when acting on the (2, 4) component

of 16, and as /D = /D
†
4 + /D

†
X , when acting on (2, 4). Therefore, 4d massless left-

handed fermions correspond to zero modes of /DX , while 4d massless right-handed

fermions correspond to zero modes of /D
†
X . The net chirality is given by the index

ind( /DX) = dimker /DX − dimker /D
†
X , which was shown to be a topological invariant

of the manifold via the Atiyah-Singer index theorem,

ind( /DX , V ) =

∫

X

Â(X) ∧ ch(V ), (2.99)

where Â(X) is the A-roof genus, a topological quantity of X isomorphically related to

the Todd class Td(X), so that on an almost complex manifold Td(X) = ec1(X)/2Â(X)

[81]. This identifies ind( /DX , V ) with the index of the Hirzebruch–Riemann–Roch the-

orem (2.67) that was used to describe the bosonic spectrum, thus equating the number

of bosonic and fermionic degrees of freedom. For example, 4d matter fermions C̃I

(the superpartners of bosonic matter fields CI) arise from the dimensional reduction

of 10d gauginos, having a number of RH-multiplets that is equal to ind( /DX , VRG
),

where representations RG and RH are defined as in (2.85). The AdjH component of

χ(x) corresponds to the 4d gaugino and together with the gauge field Aµ(x), it forms

the vector supermultiplet. On the other hand, the 10d dilatino only gives rise to a

4d Weyl spinor (the 4d dilatino), which is the superpartner of the modulus field S.

Altogether, the explicit decompositions for the gaugino and the dilatino read13

χ(RG,RH ) = C̃I(x)⊗ νIm(y)γ
mξ + D̃P (x)⊗ σPm(y)γ

mξ, (2.100)

λ(x, y) = λ(x)⊗ ξ + λ(x)⊗ ξ, (2.101)

where we used the same notations as in (2.86).

The compactification of the gravitino is roughly similar, although more elaborate.

The components ψµ, with an external index, transform as a vector-spinor of SO(1, 3)

12Note that unlike spinors, vector-spinor fields have 2[D/2]−1(D−3) components in D dimensions,
if they are massless.

13Note that the Majorana condition χ†

(RG,RH) = χT
(RG,RH)

C is satisfied if χ(RG,RH) is similarly

expanded in terms of D̃P and C̃I .
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and a spinor of SO(6), but only ψ4d
µ ⊗ ξ is massless, where ψ4d

µ is interpreted as the

massless 4d gravitino. The internal component ψm = ψ4d
m ⊗ψXm however transforms as

a spinor of SO(1, 3) and a vector-spinor of SO(6), and its 4d massless fields correspond

to solutions of the Dirac equation /DXψ
X
m = 0, thus giving (see for example Ref. [82])

ψm = T̃ i ⊗ (ωi)mnγ
nξ +

1

‖Ω‖2 z̃
a ⊗ (ρa)mnpΩq

npγqξ, (2.102)

where T̃ i(x) and z̃a(x) are Weyl fermions that carry no gauge charges, while ωi ∈
H1,1(X) and ρa ∈ H2,1(X) are the same bases of harmonic forms that we used in

Eqs. (2.78)–(2.79). Thus, T̃ i and z̃a are indeed the superpartners of moduli fields T i

and za, with which they form chiral multiplets. All in all, the N = 1 spectrum in the

low-energy theory is summarised in Table 2.2

Multiplet HGUT rep. Field content Number

gravitational 1 (gµν , ψµ) 1

vector AdjH (Aµ, χ) 1

linear 1 (S, λ) 1

Kähler moduli 1 (T i, T̃ i) h1,1(X)

complex structure moduli 1 (za, z̃a) h2,1(X)

matter chiral RH (CI , C̃I) ind(VRG
)

Table 2.2: The 4d N = 1 supermultiplets obtained in heterotic compactification.

Using the ansätze (2.100)–(2.102) and after performing a Weyl rescaling of the 4d

metric, as well as other rescalings such as λ→ e2φλ and χ→ e−φχ, the 4d fermionic

action is brought to the form

Sf = − i

κ24

∫
d4x

√−g
[
iǫµρνλψµσλDρψν +

α′

2
Re(f)Tr(χσµDµχ) +

1

(S+S)2
λσµDµλ+

+GijT̃
iσµDµT̃

j +Gabz̃
aσµDµz̃

b + α′GIJC̃
IσµDµC̃

J

]
, (2.103)

with the metrics Gij , Gab and GIJ defined as in (2.82) and (2.88).14

2.6.4 Holomorphic Yukawa couplings and other interaction
terms

As we saw in Section 2.1, Yukawa interactions occur when two fermions are coupled

to a scalar field, or in our notation, when C̃IC̃JCK terms are present in the 4d

14In the last stage of compactification, we assumed ξ is normalised and we used the identities
ξ†γmγnξ = 2gmn and ξ†γmγnγpγqξ = 4gmngpq.
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action. Such terms are obtained from the 10d gaugino kinetic term Tr(χΓMDMχ),

namely from its χγmAmχ part, by expressing the covariant derivative as DMχ
a =

∂Mχ
a + fabcA

b
Mχ

c (where fabc are the structure constants of E8), and extracting the

fields C̃I and CI as low-energy massless modes of χ and Am, respectively. Now, the

manner in which χ and Am are decomposed is described by representations (Ri
G,Ri

H)

of G×H , where the index i = 1, 2, 3 refers to each of the three fields involved in the

coupling and R1
G ⊗R2

G ⊗R3
G forms a singlet under G. With the expansion of χ and

Am into bases of harmonic (0, 1)-forms νi,I ∈ H1(X, VRi
G
), as in (2.86) and (2.100),

and using the definition (2.54) of Ω, one obtains the compactified formula

SYuk ∼
∫

M4

λIJKC̃
I
1C̃

J
2C

K
3 , where λIJK =

∫

X

Ω ∧ νa1,I ∧ νb2,J ∧ νc3,Kfabc, (2.104)

with bundle indices a, b, c running over the dimension of each representation Ri
G.

Overall, the structure constants fabc ensure that λIJK is invariant under G. The

implications of Eq. (2.104) are profound. Since λIJK is a quasi-topological quantity,

it can be evaluated without knowledge of the internal metric gmn or the connections

on the bundle. However, one has to know the specific values of harmonic forms

νi,I , which is in general not easily achievable. By contrast, the matter field Kähler

metric GIJ depends on gmn, as seen from Eq. (2.88), so without a precise geometrical

description of X , the fields cannot be canonically normalised. In the next chapter,

we will continue the discussion on holomorphic Yukawa couplings in more depth, as

they are the main focus of this thesis.

Having established the holomorphic Yukawa couplings, the superpotential and the

matter field Kähler potential are given byW = λ
(ijk)
IJKC

I
i C

J
j C

K
k and K(m) = G

(i)
IJC

I
i C

J
i ,

respectively (where by CI
i we now refer to chiral superfields), and one can see that

W is in agreement with the Gukov-Vafa-Witten expression

W =

∫

X

Ω ∧H . (2.105)

Finally, the heterotic compactification is not complete without dimensional reduction

of the 10d interaction terms

Sint = − 1

2κ2

∫
d10x

√−ge−2φ

[
1

12

(
ψMΓMNPQRψR + 6ψNΓPψQ−

−
√
2ψMΓNPQΓMλ

)
HNPQ +

1√
2
ψMΓNΓMλ∂Nφ−

− α′

8
Tr
(
χΓMNPχ

)
HMNP − α′

2
Tr
(
χΓMΓNP

(
ψM +

√
2

12
ΓMλ

)
FNP

)]
, (2.106)
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wherein the first component is responsible for the 4d gravitino mass term

S ∼
∫

M4

ψµσ
µνψνe

K/2W , (2.107)

while other components of the action give gravitino-fermion interactions and D-terms.

2.6.5 Moduli stabilisation

As stated at the beginning of this chapter, the presence of moduli fields in the low-

energy spectrum is one of the most pressing problems of string compactification.

From a phenomenological standpoint, the moduli affect the predictivity of the theory,

because they have no potential, so their vevs can vary continuously and arbitrarily, as

time-dependent parameters. Moreover, moduli fields can mediate certain long-range

forces, for which there is no experimental evidence. For these reasons, moduli must

be lifted from the low-energy spectrum.

In the context of heterotic compactification, solutions to the moduli problem have

been given in Refs. [47, 48], where all geometrical moduli are stabilised, with the

exception of one linear combination. The guiding idea is that the Hermitian Yang-

Mills equations (2.37) constrain the moduli space by requiring certain F- and D-terms

in the effective 4d potential to vanish. Such terms explicitly descend from the 10d

action, namely from a component of it that reads15

Spart. = − 1

2κ2
α′

4

∫
d10x

√−g
(
−1

2
Tr(gmnFmn)

2 + Tr(gmmgnnFmnFmn)

)
. (2.108)

Whenever a deformation of complex structure fails to preserve Fmn = Fmn = 0, at

least one F-term becomes non-zero, thus signaling that the modulus of the defor-

mation should not belong to the low-energy theory. Similarly, the failure of metric

deformations to satisfy gmnFmn = 0 is correlated to non-vanishing D-terms, which

stabilise Kähler moduli. In general, supersymmetric and non-supersymmetric regions

of the Kähler cone are separated by “walls of stability”, on which the bundle V must

split into direct sums of smaller components, in order to preserve supersymmetry.

These regions in particular provide important applications for model building and

moduli stabilisation. Other stabilisation techniques involve non-perturbative effects

such as gaugino condensation and membrane instantons. In the end, a viable the-

ory would have to ensure stabilisation of all moduli, including the remaining linear

combination and the h1(V ⊗ V ∗) bundle moduli.

15Here, Spart. can be obtained by using the integrability condition on the modified Bianchi iden-
tity (2.29) and then substituting the result into the α′-dependent part of the action.
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As a work on string phenomenology, this thesis is concerned to some extent with

the problem of moduli stabilisation, however instead of addressing the problem ex-

plicitly, we focus on the dependence of Yukawa couplings to moduli. In certain cases,

the Yukawa couplings vanish and this behavior is independent of moduli. When they

do not vanish, the Yukawa couplings are expressed as functions of moduli, which can

be combined with results from moduli stabilisation. It is also possible to reverse the

logic. One might figure out for which moduli values reasonable Yukawa couplings are

obtained, and these are the values at which the moduli need to be stabilised. For

example, light Higgs usually only occurs for special complex structure choices, which

can be inferred from our results.

2.6.6 Wilson lines

The problem of descending from a GUT group HGUT down to the Standard Model is

resolved in heterotic string theory by turning on Wilson lines. By definition, Wilson

lines are configurations of internal gauge fields with vanishing field strength, but non-

vanishing parallel transport around non-contractible loops. For example, if γ is a

homotopically non-trivial loop in the fundamental group π1(X), then the Wilson line

induces a homomorphism ϕ : π1(X) → HGUT through the path-ordered exponential

Uγ = P exp

(∮

γ

Amdy
m

)
, (2.109)

thus embedding gauge-invariant observables into the GUT group. At low energies,

HGUT is broken by the vevs 〈Am〉 down to the subgroup commuting with the image of

ϕ. The advantage of using Wilson lines compared to conventional symmetry breaking

is that no additional Higgs bosons are introduced, instead the necessary ingredients

are already found in the topology of the internal manifold.

The issue however is that the CICYs we defined so far in Section 2.5.4 are simply

connected, i.e. they have a vanishing fundamental group. Nevertheless, given a

simply-connected manifoldX , it is possible to construct a non-simply connected space

by dividing X by a freely acting16 discrete symmetry Γ. In this case, the fundamental

group of X/Γ is Γ and the application of the Lefschetz fixed point theorem ensures

that X/Γ is indeed a Calabi-Yau manifold.17 If |Γ| is the order of the discrete group,

then the Euler number of X/Γ is χ(X)/|Γ|, and similarly, the index of the bundle

16The action of Γ is called free if it has no fixed points in X .
17More precisely, for any element g ∈ Γ, the induced map g∗ on cohomology preserves the holo-

morphic (3, 0)-form Ω, due to the Lefschetz fixed point theorem
∑3

q=0(−1)qTr
(
g∗|Hq,0(X)

)
= 0.
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Ṽ → X/Γ descending from V is given by ind(V )/|Γ|. This means that for a realistic

GUT model with three generations of particles, the requirement is that

|ind(V )| = 3|Γ|, (2.110)

where we employ here the data from Table 2.1 and use the fact that for an SU(5)

bundle, ind(∧2V ) = ind(V ). Altogether, the topological constraints for the vector

bundle V are summarised in Table 2.3. In the next chapter we will show how these

Physical requirement Topological constraint

GUT group c1(V ) = 0

Anomaly cancellation c2(TX)− c2(V ) ≥ 0

Supersymmetry V is poly-stable

Three generations |ind(V )| = 3|Γ|

Table 2.3: Phenomenological constraints for a holomorphic vector bundle V on a
Calabi-Yau threefold X, in the context of heterotic compactification.

conditions are implemented if V is a direct sum of line bundles. By concluding this

review, we can now proceed to the main topic of the thesis.
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3
Yukawa Couplings in the Heterotic

Tetra-quadric Model

In the last sections of Chapter 2, we checked that heterotic Calabi-Yau compactifi-

cations can indeed produce terms which are identifiable with the standard N = 1

supergravity action in four dimensions [56]. This was mainly provided by Eqs. (2.81),

(2.87) and (2.103), with the proviso that moduli fields describing the size and shape of

extra dimensions have to be stabilised. The natural step forward would be to search

for realistic models with the correct spectrum of particles and physical Yukawa cou-

plings matching experimental observation.

Over the past two decades, string model building based on heterotic Calabi-Yau

compactifications has seen considerable progress [14–24] and large classes of models

with the MSSM spectrum can now be constructed using algorithmic approaches [25–

27]. The other problem however, involving the calculation of Yukawa couplings for

such models, has remained largely unaddressed, both in terms of general techniques

and actual specific results. In this chapter, we will attempt to make some progress

in this direction and develop new methods, mainly based on differential geometry, to

calculate holomorphic Yukawa couplings for heterotic line bundle models.

Calculating the physical Yukawa couplings of a supersymmetric string compact-

ification comes in two parts: the calculation of the holomorphic Yukawa couplings,

that is, the couplings in the superpotential, and the calculation of the matter field

Kähler metric, in order to work out the field normalisation. The holomorphic Yukawa
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couplings are quasi-topological – they do not depend on the Calabi-Yau metric or the

Hermitian Yang-Mills connection on the bundle – and they can, therefore, in prin-

ciple, be calculated with algebraic methods. The situation is very different for the

Kähler metric which does depend on the metric and the bundle connection. It is un-

likely that an algebraic method for its calculation can be found and, hence, methods

of differential geometry will be required.

At present, a full calculation of the physical (perturbative) Yukawa couplings is

only understood for heterotic Calabi-Yau models with standard embedding. In this

case, the holomorphic Yukawa couplings for the (1, 1) matter fields are given by the

Calabi-Yau triple intersection numbers [28], while the holomorphic (2, 1) Yukawa cou-

plings have been worked out in Ref. [29]. The matter field Kähler metrics are identified

with the corresponding moduli space metrics (2.82), as explained in Ref. [13]. Fur-

ther, in Ref. [29], the relation between the analytic calculation of (2, 1) holomorphic

Yukawa couplings and the algebraic approach has been worked out in detail.

Much less is known for heterotic Calabi-Yau models with general vector bundles.

An algebraic approach for the calculation of holomorphic Yukawa couplings for such

“non-standard embedding” models has been outlined and applied to examples in

Ref. [35]. However, the matter field Kähler metric has not been computed for any

non-standard embedding model on a Calabi-Yau manifold and no clear method for

its computation has been formulated.

The purpose of this chapter is two-fold. First, we would like to develop explicit

methods based on differential geometry to compute the holomorphic Yukawa cou-

plings for heterotic models with non-standard embedding. Secondly, we would like to

understand how these methods relate to the algebraic ones pioneered in Ref. [29] and

further developed in Ref. [35]. Apart from occasional remarks, we will not be con-

cerned with the matter field Kähler metric until Chapter 5. For ease of terminology,

the term “Yukawa couplings” will refer to the holomorphic Yukawa couplings in the

remainder of the thesis.

The present work will be carried out within the context of heterotic line bun-

dle models [25–27], perhaps the simplest class of heterotic Calabi-Yau models with

non-standard embedding. For those models, the gauge bundle has an Abelian struc-

ture group G = S(U(1)r) and is realised by a sum of line bundles, a feature which

makes explicit calculations of bundle properties significantly more accessible. Fur-

thermore, we will work within perhaps the simplest class of Calabi-Yau manifolds,

namely complete intersections in products of projective spaces [10, 37, 38] (CICYs).

More specifically, we focus on hyper-surfaces in products of projective spaces and the
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tetra-quadric in the ambient space A = P1 × P1 × P1 × P1 in particular. On the one

hand, the simplicity of the set-up facilitates developing new and explicit methods to

calculate Yukawa couplings. On the other hand, it is known [25, 26] that this class

contains interesting models with a low-energy MSSM spectrum, so that we will be

able to apply our methods to quasi-realistic examples.

Picking a vector bundle with Abelian structure group means that the low energy

theory is governed by the gauge group H = HGUT × S(U(1)r), commuting with

G. One could naively ask whether such a model is anomaly-free, given that the

extra U(1) bosons could in principle contribute to anomalous triangle loops. The

answer however is that such anomalies are canceled by the 4d version of the Green-

Schwarz mechanism, which ensures that the extra U(1) bosons acquire Stückelberg

masses close in magnitude to the compactification scale. Thus, in the 4d theory,

the additional U(1) symmetries are to be interpreted as global and, in fact, their

presence may be rather beneficial for phenomenology. In conjunction with topology,

these global symmetries could potentially explain the structure of Yukawa matrices

and why certain terms, such as (2.12), that trigger fast proton decay, are forbidden.

The plan of this chapter is as follows. In the next section, we will lay the ground

by reviewing some of the basics, including the general structure of heterotic Yukawa

couplings, heterotic line bundle models and complete intersection Calabi-Yau mani-

folds. Since our main focus will be on the tetra-quadric Calabi-Yau manifold, we need

to understand in some detail the differential geometry of P1 and line bundles thereon.

This will be developed in Section 3.2. General results for Yukawa couplings on the

tetra-quadric and some toy examples are given in Section 3.3. Section 3.4 presents a

complete calculation of the Yukawa couplings for a quasi-realistic model [25, 26, 39–

42] with MSSM spectrum on the tetra-quadric. We conclude in Section 3.5.

Some related matters and technical issues have been deferred to the Appendices.

3.1 Yukawa couplings in line bundle models

3.1.1 General properties of Yukawa couplings in heterotic
Calabi–Yau compactifications

We start with an overview of holomorphic Yukawa couplings in the context of the

E8×E8 heterotic string theory on a Calabi–Yau manifold (see, for example, Ref. [9]).

As seen in Section 2.6, the matter fields originate from the E8 × E8 gauge fields A

and the associated gauginos. Here we focus on one E8 factor (“the visible sector”)

and assume that the Calabi-Yau manifold X carries a principal bundle with structure
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group G embedded into E8. The (visible) low-energy gauge group H is then the

commutant of G within E8 and the types of matter multiplets can be read off from

the branching

248 →
[
(AdjG, 1)⊕ (1,AdjH)⊕

⊕
(RG,RH)

]
G×H

(3.1)

of the 248 adjoint representation of E8 under G × H . Specifically, for the above

branching, the low-energy theory can contain matter multiplets transforming as rep-

resentations RH under H . These multiplets descend from harmonic bundle valued

(0,1)-forms ν ∈ H1(X, V ), where V is a vector bundle associated to the principal bun-

dle via the G representations RG. Consider three representations (Ri
G,Ri

H), where

i = 1, 2, 3, which appear in the decomposition (3.1), such that R1
G ⊗R2

G ⊗R3
G con-

tains a singlet. The three associated vector bundles are denoted as Vi with harmonic

bundle-valued (0,1)-forms νi ∈ H1(X, Vi). Then, the associated holomorphic Yukawa

couplings can be computed from

λ(ν1, ν2, ν3) =

∫

X

Ω ∧ ν1 ∧ ν2 ∧ ν3 , (3.2)

where Ω is the holomorphic (3, 0) form on X and an appropriate contraction over

the bundle indices in νi onto the singlet direction is implied. Let us introduce sets of

basis forms, νi,I , where I = 1, . . . , h1(X, Vi), for the cohomologiesH1(X, Vi) and define

λIJK = λ(ν1,I , ν2,J , ν3,K). The four-dimensional N = 1 chiral superfields associated

to νi,I are denoted CI
i and these fields transform as Ri

H under the gauge group H .

The superpotential for these fields can be written as

W = λIJKC
I
1C

J
2C

K
3 . (3.3)

Here, we are mainly interested in the phenomenologically promising structure groups

G = SU(3), SU(4), SU(5) (and their maximal rank sub-groups), which lead to

the low-energy gauge groups H = E6, SO(10), SU(5) (times possible U(1) factors),

respectively. For these three groups, the decomposition (3.1) takes the form

248 →
[
(8, 1)⊕ (1, 78)⊕ (3, 27)⊕ (3, 27)

]
SU(3)×E6

(3.4)

248 →
[
(15, 1)⊕ (1, 45)⊕ (4, 16)⊕ (4, 16)⊕ (6, 10)

]
SU(4)×SO(10)

(3.5)

248 →
[
(24, 1)⊕ (1, 24)⊕ (5, 10)⊕ (5, 10)⊕ (10, 5)⊕ (10, 5)

]
SU(5)×SU(5)

(3.6)

For G = SU(3) we have matter multiplets in representations 27, 27 and 1 of the

low-energy gauge group H = E6 and possible Yukawa couplings of type 273, 27
3
,

1 272 and 1 27
2
.
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For G = SU(4), the families come in 16 representations and the anti-families in

16 representations of H = SO(10). Higgs multiplets reside in 10 representations and

bundle moduli in singlets, 1. Possible Yukawa couplings are of type 10 162, 1016
2
,

1 1616 and 1 102.

Finally, for G = SU(5) and low-energy gauge group H = SU(5) we have families

in 5⊕10, anti-families in 5⊕10 and bundle moduli singlets, 1. Allowed Yukawa cou-

plings include the up-type Yukawa couplings 5 102, the down-type Yukawa couplings

5 510 as well as the singlet couplings 1 5 5, 1 10 10.

While Eq. (3.2) has been, initially, written down in terms of the harmonic repre-

sentatives νi of the cohomologies H1(X, Vi), it is important to note that the expression

is, in fact, independent of the choice of representatives. To see this, perform the trans-

formation1 νi → νi + ∂̄ξi on Eq. (3.2), where ξi are sections of Vi. Then, integrating

by parts and using ∂̄νi = 0, ∂̄Ω = 0 and ∂̄2 = 0, it follows immediately that

λ(ν1 + ∂̄ξ1, ν2 + ∂̄ξ2, ν3 + ∂̄ξ3) = λ(ν1, ν2, ν3) . (3.7)

This quasi-topological property of the holomorphic Yukawa couplings means that they

can, in principle, be computed purely algebraically, as has been noted in Refs. [29, 35].

To recall how this works we focus on the case G = SU(3) and low-energy gauge

group H = E6. The families in 27 descend from bundle-valued (0,1)-forms ν, µ, ρ ∈
H1(X, V ), where V is the associated vector bundle in the fundamental representation,

3, of SU(3). Since c1(V ) = 0 it follows that ∧3V ∼= OX and we have a map

H1(X, V )×H1(X, V )×H1(X, V ) → H3(X,∧3V ) ≃ H3(X,OX) ≃ C . (3.8)

More explicitly, this can be expressed by the cup product

ν ∧ µ ∧ ρ = τ(ν, µ, ρ) Ω , (3.9)

where τ(ν, µ, ρ) is a complex number and Ω is the unique harmonic representative

of the cohomology group H3(X,OX). Inserting into Eq. (3.2), it follows that the

complex number τ(ν, µ, ρ) is proportional to the Yukawa couplings via

λ(µ, ν, ρ) = τ(ν, µ, ρ)

∫

X

Ω ∧ Ω . (3.10)

This means that the 273 Yukawa couplings, up to an overall constant, can be com-

puted algebraically, by performing a (cup) product between three cohomology rep-

resentatives. Similar arguments can be made for the other Yukawa couplings in the

SU(3) case and indeed for other bundle structure groups G.

1Here and in the following, we will often denote the derivative ∂̄E on differential forms taking
values in the vector bundle E simply by ∂̄ to avoid cluttering the notation.
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Such an algebraic calculation has been carried out for certain examples in Refs. [29,

35]. While it is elegant and avoids the evaluation of integrals, it also has a number

of drawbacks. As a practical matter, the relevant cohomologies are not always di-

rectly known, but are merely represented by certain isomorphic cohomologies. In this

case, it is not always obvious how the cup product should be carried out. Perhaps

more significantly, computing the physical (rather than just the holomorphic) Yukawa

couplings also requires knowledge of the matter field Kähler metric (2.88) which is

proportional to the inner product

(ν, ω) =

∫

X

ν ∧ ⋆̄E ω (3.11)

between two harmonic (0, 1)-forms ν, ω representing cohomologies in H1(X, V ). Un-

like the holomorphic Yukawa couplings, this expression is not independent of the

choice of representatives due to the presence of the complex conjugation, as can be

seen by performing a transformation ν → ν + ∂̄α, ω → ω + ∂̄β. It needs to be

computed with the harmonic (0, 1)-forms and requires knowledge of the Ricci-flat

Calabi-Yau metric. Consequently, a full calculation of the physical Yukawa couplings

will have to rely on differential geometry. One purpose of this thesis is to develop such

differential geometry methods, for the immediate purpose of calculating the holomor-

phic Yukawa couplings, but in view of a full calculation of the physical couplings in

the future.

3.1.2 A review of line bundle models

Perhaps the simplest heterotic compactifications for which to calculate Yukawa cou-

plings, apart from models with standard embedding, are line bundle models. In the

remainder of the thesis, we will focus on calculating holomorphic Yukawa couplings

for such line bundle models and, in the present sub-section, we begin by reviewing

their general structure, following Refs. [25, 26].

Heterotic line bundle models rely on a gauge bundle with (visible) Abelian struc-

ture group G = S(U(1)n), which can be described by a line bundle sum

V =

n⊕

a=1

La with c1(V ) = 0 , (3.12)

where La → X are line bundles over the Calabi-Yau manifold X . Here, the condition

c1(V ) = 0 ensures that the structure group of V is indeed special unitary, rather than

merely unitary.
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As every heterotic model, line bundle models need to satisfy two basic consistency

conditions. Firstly, the bundle V needs to be supersymmetric, which is equivalent to

requiring vanishing slopes

µ(La) ≡
∫

X

c1(La) ∧ J ∧ J !
= 0 (3.13)

for all line bundles La, where J is the Kähler form of the Calabi-Yau manifold X .

The slope-zero conditions are constraints in Kähler moduli space which have to be

solved simultaneously for all line bundles in order for the bundle V to preserve super-

symmetry. Secondly, we need to be able to satisfy the heterotic anomaly condition

which is guaranteed if we require that

c2(TX)− c2(V ) ≥ 0 , (3.14)

or, equivalently, that c2(TX) − c2(V ) is in the Mori cone of X . In this case, the

anomaly condition can always be satisfied by adding five-branes to the model (al-

though other completions involving a non-trivial hidden bundle or a combination of

hidden bundle and five-branes are usually possible).

Of particular interest are line bundle sums with rank n = 3, 4, 5 for which the as-

sociated (visible) low-energy gauge groups are H = E6 × S(U(1)3), H = SO(10) ×
S(U(1)4) and SU(5) × S(U(1)5), respectively. For the non-Abelian part of these

gauge groups, the multiplet structure of the low-energy theory can be read off from

Eqs. (3.4)–(3.6). In addition, multiplets carry charges under the Abelian part, S(U(1)n),

of the gauge group. It is convenient to describe these charges by an integer vector

q = (q1, q2, . . . , qn). Since we would like to label representations of S(U(1)n), rather

than of U(1)n, two such vectors q and q̃ have to be identified if q− q̃ = Z(1, 1, . . . , 1).

This charge vector will be attached as a subscript to the representation of the non-

Abelian part. The number of each type of multiplet equals the dimension of the

cohomology H1(X,K) for a certain line bundle K, which is either one of the line

bundles La or a tensor product thereof. The precise list of multiplets for the three

cases n = 3, 4, 5, together with the associated line bundles K is provided in Tables 3.1,

3.2 and 3.3. As is clear from the tables, all relevant S(U(1)n) charges can be ex-

pressed easily in terms of the n-dimensional standard unit vectors ea. Frequently, in

order to simplify the notation for multiplets, we will replace the subscripts ea simply

by a. For example, in the SO(10)× S(U(1)4) case, the multiplet 16ea becomes 16a

or the multiplet 10ea+eb becomes 10a,b.

For all three cases, the low-energy spectrum contains fields 1a,b which are singlets

under the non-Abelian part of the gauge group, but are charged under S(U(1)n).
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multiplet indices line bundle K interpretation

27ea a = 1, 2, 3 La families/Higgs

27−ea a = 1, 2, 3 L∗
a mirror-families/Higgs

1ea−eb a, b = 1, 2, 3 , a 6= b La ⊗ L∗
b bundle moduli

Table 3.1: Multiplets and associated line bundles for bundle structure group G =
S(U(1)3) and low-energy gauge group H = E6 × S(U(1)3).

multiplet indices line bundle K interpretation

16ea a = 1, 2, 3, 4 La families

16−ea a = 1, 2, 3, 4 L∗
a mirror-families

10ea+eb a = 1, 2, 3, 4 , a < b La ⊗ Lb Higgs

1ea−eb a, b = 1, 2, 3, 4 , a 6= b La ⊗ L∗
b bundle moduli

Table 3.2: Multiplets and associated line bundles for bundle structure group G =
S(U(1)4) and low-energy gauge group H = SO(10)× S(U(1)4).

These fields should be interpreted as bundle moduli which parametrise deformations

away from a line bundle sum to bundles with non-Abelian structure group. For

many models of interest these bundle moduli are present in the low-energy spectrum

and, in such cases, the Abelian bundle is embedded in a moduli space of generi-

cally non-Abelian bundles. Much can be learned about non-Abelian bundles by such

deformations away from the Abelian locus. This is one of the reasons why study-

ing Yukawa couplings for line bundle models can yield insights into the structure of

Yukawa couplings for non-Abelian bundles. Another reason is more technical. In

practice, non-Abelian bundles are often constructed from line bundles, for example

via extension or monad sequences, and, hence, some of the methods developed for

line bundles will be useful to tackle the non-Abelian case.

So far, we have considered the “upstairs” theory with a GUT-type gauge group.

In order to break this theory to the standard-model group we require a freely-acting

symmetry Γ on the Calabi-Yau manifold X . The line bundle sum V should descend

to the quotient Calabi-Yau X/Γ, that is, it should have a Γ-equivariant structure.

Downstairs, on the manifold X/Γ, we should include a Wilson line, defined by a

representation W of Γ into the (hypercharge direction of the) GUT group. As a

result, each downstairs multiplet, ψ, acquires an induced Γ-representation denoted

χψ. Luckily, the resulting downstairs spectrum can be computed in a simple group-

57



multiplet indices line bundle K interpretation

10ea a = 1, 2, 3, 4, 5 La (Q, u, e) families

10−ea a = 1, 2, 3, 4, 5 L∗
a (Q̃, ũ, ẽ) mirror-families

5ea+eb a, b = 1, 2, 3, 4, 5 , a < b La ⊗ Lb (L, d) families

5−ea−eb a, b = 1, 2, 3, 4, 5 , a < b L∗
a ⊗ L∗

b (L̃, d̃) mirror-families

1ea−eb a, b = 1, 2, 3, 4, 5 , a 6= b La ⊗ L∗
b bundle moduli

Table 3.3: Multiplets and associated line bundles for bundle structure group G =
S(U(1)5) and low-energy gauge group H = SU(5)× S(U(1)5).

theoretical fashion from the upstairs spectrum. Consider a certain type of upstairs

multiplet with associated line bundle K. By virtue of the Γ-equivariant structure

of V , the cohomology H1(X,K), associated to the upstairs multiplet, becomes a

Γ-representation.2 To compute the spectrum of a certain type, ψ, of downstairs

multiplet contained in H1(X,K), we should determine the Γ-singlet part of

H1(X,K)⊗ χψ . (3.15)

Fortunately, the computation of Yukawa couplings relates to this Wilson line breaking

mechanism in a straightforward way. We can obtain the downstairs (holomorphic)

Yukawa couplings by basically extracting the relevant Γ-singlet directions of the up-

stairs Yukawa couplings.

In our later examples, we will consider Wilson line breaking for the gauge group

SU(5). In this case, the Wilson line can be conveniently described in terms of two

one-dimensional Γ-representations χ2, χ3, satisfying χ
2
2⊗χ3

3 = 1 and with at least one

of them non-trivial. Such a Wilson line, embedded into the hypercharge direction,

breaks SU(5) to the standard model group. The Γ-representations χψ of the various

standard model multiplets, which enter Eq. (3.15), are then explicitly given by

χQ = χ2⊗χ3 , χu = χ2
3 , χe = χ2

2 , χd = χ∗
3 , χL = χ∗

2 , χH = χ∗
2 , χH̄ = χ2 .

(3.16)

3.1.3 Holomorphic Yukawa couplings for line bundle models

For heterotic line bundle models, the (0, 1)-forms ν1, ν2 and ν3, contained in the

general expression (3.2) for the Yukawa couplings, represent the first cohomologies

2In more complicated cases, line bundles might not be equivariant individually, but several line
bundles may form an equivariant block. However, the computation of downstairs cohomology for
such cases proceeds in a similar group-theoretical fashion.
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of certain line bundles, denoted by K1, K2 and K3, so that νi ∈ H1(X,Ki). The

structure of the integral (3.2) (or, equivalently, four-dimensional gauge symmetry)

means that such a line bundle Yukawa coupling can be non-zero only if

K1 ⊗K2 ⊗K3 = OX . (3.17)

Provided this is the case, the Yukawa coupling is given by

λ(ν1, ν2, ν3) =

∫

X

Ω ∧ ν1 ∧ ν2 ∧ ν3 , (3.18)

an expression similar to Eq. (3.2), but with the (0, 1)-forms νi now taking values in

Gauge group Yukawa coupling K1 K2 K3 index constraint

E6 × S(U(1)3)

27a 27b 27c La Lb Lc a, b, c all different

27a 27b 27c L∗
a L∗

b L∗
c a, b, c all different

1a,b 27b 27a La ⊗ L∗
b Lb L∗

a a 6= b

SO(10)× S(U(1)4)

10a,b 16c 16d La ⊗ Lb Lc Ld a, b, c, d all different

10a,b 16a 16b La ⊗ Lb L∗
a L∗

b a 6= b

1a,b 16b 16a La ⊗ L∗
b Lb L∗

a a 6= b

SU(5)× S(U(1)5)

5a,b 5c,d 10e La ⊗ Lb Lc ⊗ Ld Le a, b, c, d, e all different

5a,b 10a 10b L∗
a ⊗ L∗

b La Lb a 6= b

5a,b 5c,d 10e L∗
a ⊗ L∗

b L∗
c ⊗ L∗

d L∗
e a, b, c, d, e all different

5a,b 10a 10b La ⊗ Lb L∗
a L∗

b a 6= b

1a,b 5a,c 5b,c La ⊗ L∗
b L∗

a ⊗ L∗
c Lb ⊗ Lc a 6= b , a 6= c , b 6= c

1a,b 10b 10a La ⊗ L∗
b Lb L∗

a a 6= b

Table 3.4: Relation between the line bundles Ki which enter the expression (3.18)
for the Yukawa couplings and the line bundles La which define the vector bundle V
in Eq. (3.12). Note that K1 ⊗ K2 ⊗ K3 = OX always follows, in some cases due to
c1(V ) = 0, which imples L1 ⊗ · · · ⊗ Ln = OX .

the line bundles Ki. The precise relation between the line bundles Ki and the line

bundles La in Eq. (3.12) which define the vector bundle V depends on the low-energy

gauge group and the type of Yukawa coupling under consideration. For the three

gauge groups of interest and the relevant types of Yukawa couplings these relations

are summarised in Table 3.4. From Eq. (3.18) it is clear that the Yukawa couplings can

depend on the complex structure moduli of the Calabi-Yau manifoldX . Later, we will

see examples with and without explicit complex structure dependence. Given that

individual line bundles have no moduli, line bundle Yukawa couplings do not depend

on bundle moduli. However, as discussed earlier, line bundle models often reside in

a larger moduli space of non-Abelian bundles and Yukawa couplings on this larger
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moduli space will, in general, display bundle moduli dependence. In this context,

our results for line bundle models can be interpreted as a leading-order expressions

which are exact at the line bundle locus and provide a good approximation for small

deformations away from the line bundle locus.

3.1.4 Projective ambient spaces

So far, our discussion applies to line bundle models on any Calabi-Yau manifold.

In this sub-section and from now on we will specialise to what is perhaps the sim-

plest class of Calabi-Yau manifolds, namely Calabi-Yau hyper-surfaces in products

of projective spaces. Restricting to this class allows us to take the first steps to-

wards evaluating the Yukawa integral (3.18) and, later on, to explicitly construct the

relevant cohomology representatives and compute the integral.

Concretely, we will consider ambient spaces of the form

A = P
n1 × P

n2 × · · · × P
nm , (3.19)

where n1 + n2 + ...+ nm = 4. The Calabi-Yau hyper-surface X in A is defined as the

zero-locus of a homogeneous polynomial p with multi-degree (n1+1, n2+1, . . . , nm+1),

which can be thought of as a section of the normal bundle N = OA(n1 + 1, n2 +

1, . . . , nm+1). Examples in this class include the quintic in P4, the bicubic in P2×P2

and the tetra-quadric in P1 × P1 × P1 × P1.

To evaluate the Yukawa couplings for such Calabi-Yau hyper-surfaces, we first

assume that the relevant (0, 1)-forms νi and the (3, 0)-form Ω on X can be obtained

as restrictions of ambient space counterparts ν̂i and Ω̂. Under this assumption and

by inserting an appropriate delta-function current [29], we can re-write Eq. (3.18) as

the ambient space integral

λ(ν1, ν2, ν3) = − 1

2i

∫

A

Ω̂ ∧ ν̂1 ∧ ν̂2 ∧ ν̂3 ∧ δ2(p)dp ∧ dp̄ . (3.20)

Note that this expression contains the imaginary prefactor i, which is completely

acceptable for holomorphic Yukawa couplings. One expects the Yukawa couplings

to become real (except for the small CP violating phase in the CKM matrix) only

after field normalisation is performed. The construction of Ω and Ω̂ for Calabi–Yau

hyper-surfaces in products of projective spaces is well known [6, 7, 10, 29] and we will

simply present the result. To this end, we introduce the forms

µi =
1

ni!
ǫα0α1...αni

xα0
i dx

α1
i ∧ · · · ∧ dxαni

i , µ = µ1 ∧ µ2 ∧ · · · ∧ µm . (3.21)
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where xαi are the homogeneous coordinates on Pni. With these definitions, the form

Ω̂ satisfies

Ω̂ ∧ dp = µ . (3.22)

Combining this relation with the current identity

δ2(p)dp̄ =
1

π
∂̄
(1
p

)
(3.23)

leads to the following expression

λ(ν1, ν2, ν3) = − 1

2πi

∫

A

µ

p
∧
[
∂̄ν̂1 ∧ ν̂2 ∧ ν̂3 − ν̂1 ∧ ∂̄ν̂2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ∂̄ν̂3

]
. (3.24)

for the Yukawa couplings. In deriving this expression, we have performed an inte-

gration by parts and ignored the boundary term. This boundary term will be more

closely examined in Appendix D and we will show that it vanishes in all cases of

interest.

To understand the implications of this result we need to analyse the relation

between the ambient space forms ν̂i and their restrictions, νi, to the Calabi-Yau

manifold X . Let K be any of the line bundles K1, K2, K3 and K its ambient space

counterpart, so that K = K|X . For a given cohomology representative ν ∈ H1(X,K),

we would like to construct an ambient space form ν̂ with ν = ν̂|X . The line bundles

K and K are related by the Koszul sequence

0 −→ N ∗ ⊗K p−→ K r−→ K −→ 0 , (3.25)

a short exact sequence with p, the defining polynomial of the Calabi-Yau manifold,

and r, the restriction map. This short exact sequence leads to an associated long

exact sequence in cohomology, whose relevant part is given by

· · · −→ H1(A,N ∗ ⊗K)
p−→ H1(A,K)

r−→ H1(X,K)
δ−→ H2(A,N ∗ ⊗K)

p−→ H2(A,K)
r−→ H2(X,K) −→ . . . , (3.26)

where δ is the co-boundary map. This sequence allows us to relate the cohomology

H1(X,K) to ambient space cohomologies, namely

H1(X,K) = r
(
Coker

(
H1(A,N ∗ ⊗K)

p→ H1(A,K)
))

⊕ δ−1
(
Ker
(
H2(A,N ∗ ⊗K)

p→ H2(A,K)
))

. (3.27)

Evidently, H1(X,K) can receive two contributions, one from H1(A,K) (modulo iden-

tifications) and the other from (the kernel in) H2(A,N ∗ ⊗ K). Let us discuss these
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two contributions separately, keeping in mind that the general case is a sum of these.

Type 1: If ν descends from H1(A,K), we refer to it as “type 1”. In this case, we

have a (0, 1)-form ν̂ ∈ H1(A,K) which, under the map r, restricts to ν ∈ H1(X,K).

What is more, since ν̂ represents an ambient space cohomology it is closed, so

∂̄ν̂ = 0 . (3.28)

Type 2: The situation is somewhat more involved if ν descends from H2(A,N ∗⊗K),

a situation we refer to as “type 2”. In this case, we can start with an ambient space

(0, 2)-form ω̂ = δ(ν) ∈ H2(A,N ∗⊗K), which is the image of ν under the co-boundary

map. The definition of the co-boundary map from Appendix B tells us that, in this

case, ν can be obtained as the restriction to X of an ambient space (0, 1)-form ν̂

which is related to ω̂ by

∂̄ν̂ = pω̂ . (3.29)

Unlike in the previous case, the form ν̂ is no longer closed.

The Yukawa coupling (3.24) involves three (0, 1)-forms, ν̂1, ν̂2 and ν̂3, each of which

can be either of type 1 or type 2 (or a combination of both types), so that a variety

of possibilities ensues. Perhaps the simplest possibility arises when all three forms

are of type 1, so that ∂̄ν̂i = 0 for i = 1, 2, 3. Then, Eq. (3.24) shows that the Yukawa

coupling vanishes,

λ(ν1, ν2, ν3) = 0 . (3.30)

This vanishing is quasi-topological and related to the cohomology structure for K1,

K2 and K3 in the sequence (3.26) – there is no expectation that it can be explained

in terms of a symmetry in the four-dimensional theory. An explicit example of this

case will be presented later.

The next simplest possibility is for two of the forms, say ν̂1 and ν̂2, to be of type 1,

so that ∂̄ν̂1 = ∂̄ν̂2 = 0, while ν̂3 is of type 2, so that ∂̄ν̂3 = pω̂3 for some (0, 2)-form ω̂3.

Inserting into Eq. (3.24), the Yukawa coupling now reduces to the simple expression

λ(ν1, ν2, ν3) = − 1

2πi

∫

A

µ ∧ ν̂1 ∧ ν̂2 ∧ ω̂3 . (3.31)

As we will see, this formula is very useful since it is expressed in terms of ambient

space forms, which can often be readily written down. When more than one of the

forms is of type 2, the general formula (3.24) needs to be used and working out all

the required forms becomes more complicated. We will study examples for all these

cases later on.
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3.2 Line bundle valued harmonic forms

From hereon we will focus on tetra-quadric Calabi-Yau manifolds in the ambient

space A = P1 × P1 × P1 × P1. Besides the general usefulness of working with a

concrete example, the tetra-quadric offers a number of additional advantages. Firstly,

the ambient space consists of P1 factors only and is, therefore, particularly simple to

handle. Moreover, it is known [25, 26] that quasi-realistic line bundle standard models

exist on the tetra-quadric, so we will be able to apply our methods for calculating

Yukawa couplings to physically relevant models. However, the methods we develop in

the context of the tetra-quadric can be generalised to other Calabi-Yau hypersurfaces

in products of projective spaces and even to higher co-dimension CICYs, as will be

seen in Chapter 4.

The main purpose of this section is to set out the relevant differential geometry

for P1, find the harmonic bundle-valued forms for all line bundles on P1 and apply

the results to the full ambient space A. In particular, we will work out a multiplica-

tion rule for bundle-valued harmonic forms which will be crucial in order to establish

the relation between the algebraic and analytic methods for calculating holomorphic

Yukawa couplings. Since Yukawa couplings depend only on the cohomology classes of

the corresponding forms, we are free to use any non-trivial representatives. For our

calculation, we will rely on forms which are harmonic relative to the Fubini-Study

metric on A. As we will see, these can be explicitly constructed. For easier accessibil-

ity, this chapter is kept somewhat informal. A review of some relevant mathematical

background, mostly following Ref. [43], can be found in Appendix A. The proof of the

multiplication rule for harmonic forms on projective space is contained in Appendix C.

3.2.1 Construction of line bundle valued harmonic forms on
P1

We begin by collecting some well-known properties of P1. Homogeneous coordinates

on P
1 are denoted by xα, where α = 0, 1, and we introduce the standard open patches

U(α) = {[x0 : x1] | xα 6= 0} with affine coordinates z = x1/x0 on U(0) and w = x0/x1

on U(1). The transition function on the overlap is given by w = 1/z. For convenience,

subsequent formulae will usually be written on the patch U(0) and in terms of the

coordinate z.

The Kähler potential for the Fubini–Study metric on P1 reads

K =
i

2π
log κ , κ = 1 + |z|2 , (3.32)

63



with associated Kähler form and Kähler metric given by

J = ∂∂̄K =
i

2πκ2
dz ∧ dz̄ , gzz̄ = −iJzz̄ =

1

2πκ2
. (3.33)

Note that the normalisation of K has been chosen such that
∫
P1 J = 1.

Line bundles on P1 are classified by an integer k and are denoted by OP1(k). They

can be explicitly constructed by dualising and taking tensor powers of the universal

bundle OP1(−1). With the above covering of P1 and and the fiber coordinate v, the

transition function of OP1(k) can be written as

φ01(z, v) = (1/z, zkv) . (3.34)

This means that a section of OP1(k) given by s(0) on U(0) and s(1) on U(1) transforms

as s(0)(z) = zks(1)(1/z).

A hermitian structure H on L = OP1(k) can be introduced by

H = κ−k , (3.35)

and the associated Chern connection, ∇0,1 = ∂̄ and ∇1,0 = ∂+A, with gauge potential

A = H̄−1∂H̄ = ∂ log H̄ and curvature F = dA = ∂̄∂ log H̄ is explicitly specified by

A = −kz̄
κ
dz , F = −2πikJ . (3.36)

The last result for the field strength allows the calculation of the first Chern class of

L, which is given by

c1(L) =
i

2π
F = kJ ,

∫

P1

c1(L) = k . (3.37)

Having introduced a hermitian structure and a connection on the line bundles L,
we can now turn to a discussion of their cohomology and their associated harmonic

bundle-valued forms. As explained in Appendix A, a L-valued harmonic form α is

characterised by the equations

∂̄α = 0 , ∂(H̄ ⋆ α) = 0 , (3.38)

where ⋆ is the Hodge star on P1 with respect to the Fubini-Study metric. The first

of these equations simply asserts the ∂̄-closure of α, which is already sufficient to

obtain representatives for cohomology. However, ∂̄-closed forms which differ by a

∂̄-exact form describe the same cohomology class and such a redundant description

of cohomology is not convenient for our purposes. For this reason, we will solve both
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equations (3.38) and work with the resulting harmonic representatives, which are in

one-to-one correspondence with the relevant cohomology.

The cohomology of L = OP1(k) is obtained from the Bott formula and we should

distinguish three qualitatively different cases. For k ≥ 0 only the zeroth cohomology

is non-vanishing, while for k ≤ −2 only the first cohomology is non-vanishing. For

k = −1 the cohomology is entirely trivial. We will now discuss these three cases in

turn and explicitly compute the bundle-valued harmonic forms by solving Eqs. (3.38).

Case 1) k ≥ 0: In this case, the Bott formula implies that h0(P1,L) = k + 1 and

h1(P1,L) = 0. Hence, we are looking for sections or bundle-valued (0, 0)-forms of

L. In this case, the second equation (3.38) is automatically satisfied, while the first

one implies that the section is holomorphic, so α = α(z). For a monomial α = zl, a

transformation to the other patch gives zl = w−l = zkwk−l, with the zk factor being

the desired transition function. This means that the section is holomorphic in both

patches, only if l = 0, . . . , k. This leads to the well-known result that the sections are

given by degree k polynomials, that is,

α = P(k)(z) . (3.39)

Note that the space of these polynomials is indeed k + 1-dimensional, as required.

Case 2) k = −1: In this case, all cohomologies of L vanish and there are no forms

to be determined.

Case 3) k ≤ −2: Now, h1(P1,L) = −k − 1 and h0(P1,L) = 0. Hence, we are

looking for harmonic (0, 1)-forms α = f(z, z̄)dz̄. Clearly, the first equation (3.38)

is automatically satisfied for such α. Using ⋆dz̄ = −idz̄ and ⋆α = −iα, the second

equation can be written as ∂(H̄α) = 0, which leads to the general solution α =

κkg(z̄)dz̄, with a general anti-holomorphic function g(z̄). For a monomial g(z̄) = z̄l,

this transforms to the other patch as

α = (1 + |z|2)kz̄ldz̄ = −zk(1 + |w|2)kw̄−k−l−2dw̄ . (3.40)

For holomorphy in both patches, we should therefore have l = 0, . . . ,−k − 2, so g(z̄)

is a general polynomial of degree −k − 2 in z̄. It will be convenient to denote such

a polynomial of degree −k − 2 by P(k), with the understanding that the negative

degree subscript implies a dependence on z̄, rather than z. With this notation, the

full solution takes the form

α = κkP(k)(z̄)dz̄ . (3.41)
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Note that the space of degree −k − 2 polynomials has indeed dimension −k − 1, as

required.

3.2.2 Maps between line bundle cohomology on P1

Calculating Yukawa couplings requires performing a wedge product of bundle-valued

forms. It is therefore natural to study how the harmonic forms on P1 found in the

previous sub-section multiply. Recall that we have harmonic (0, 0)-forms taking values

in OP1(k) for k ≥ 0 and harmonic (0, 1)-forms taking values in OP1(k) for k ≤ −2.

Multiplying two harmonic (0, 0)-forms, representing classes in H0(P1,OP1(k)) and

H0(P0,OP1(l)) respectively, is straightforward and it leads to another harmonic (0, 0)-

form which represents a class in H0(P1,OP1(k + l)).

The only other non-trivial case – the multiplication of a harmonic (0, 0)-form

with a harmonic (0, 1)-form – is less straightforward. To be concrete, for k ≤ −2 and

δ > 0, we consider a harmonic (0, 1)-form α(k−δ) ∈ H1(P1,OP1(k − δ)) and a degree

δ polynomial p(δ), representing a class in H0(P1,OP1(δ)). The product p(δ)α(k−δ) is

a (0, 1)-form which represent a class in H1(P1,OP1(k)), but is not of the form (3.40)

and, hence, is not harmonic. We would, therefore, like to work out the harmonic

representative, denoted α(k) ∈ H1(P1,OP1(k)), which is equivalent in cohomology to

this product p(δ)α(k−δ). This means we should solve the equation

p(δ)α(k−δ) + ∂̄s = α(k) , (3.42)

where s is a suitable section of OP1(k). In general, the section s can be cast into the

form

s =
∑

m≥−k

S(k+m,−m−2)(z, z̄)κ
−m , (3.43)

where S(k+m,−m−2)(z, z̄) is a polynomial of degree k + m in z and of degree m in

z̄. This can be seen by demanding the correct transformation under the transition

function (3.34). It turns out that in order to solve Eq. (3.42), we only require the

single term with m = −k + δ − 1 in this sum for s. Using this observation and the

general formula (3.41) for harmonic (0, 1)-forms, we insert the following expressions

α(k−δ) = κk−δP(k−δ)(z̄)dz̄ , α(k) = κkQ(k)(z̄)dz̄ , s = κk−δ+1S(δ−1,k−δ+1)(z, z̄) . (3.44)

into Eq. (3.42) to cast it into the more explicit form

pP + κ∂z̄S − (−k + δ − 1)zS = κδQ . (3.45)
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Here, for simplicity of notation, we have dropped the subscripts indicating degrees.

Eq. (3.45) determines the polynomials Q and S for given p and P and can be solved

by comparing monomial coefficients. This is relatively easy to do for low degrees and

we will discuss a few explicit examples below. For arbitrary degrees, Eq. (3.45) seems

surprisingly complicated and it is, therefore, remarkable that a closed solution for

Q can be written down. To formulate this solution, we introduce the homogeneous

counterparts of the polynomials p, P , Q and S, which we denote as p̃, P̃ , Q̃ and

S̃. They depend on the homogeneous coordinates x0, x1 and are obtained from the

original polynomials by replacing z = x1/x0 and multiplying with the appropriate

powers of x0 and x̄0. Then, the polynomial Q̃ which solves Eq. (3.45) can be written

as

Q̃(x̄0, x̄1) = ck−δ,δ p̃(∂x̄0 , ∂x̄1)P̃ (x̄
0, x̄1) , ck−δ,δ =

(−k − 1)!

(δ − k − 1)!
. (3.46)

Here p̃(∂x̄0 , ∂x̄1) denotes the polynomial p̃ with the coordinates replaced by the corre-

sponding partial derivatives. These derivatives act on the polynomial P̃ in the usual

way and thereby lower the degree to the one expected for Q̃. The proof of Eq. (3.46)

is given in Appendix C. Unfortunately, we are not aware at present of a similar closed

solution for the polynomial S.

While this discussion may have been somewhat technical, the final result is relatively

simple and can be summarised as follows. For k ≥ 0, the harmonic (0, 0)-forms rep-

resenting the cohomology H0(P1,OP1(k)) are given by degree k polynomials P(k)(z),

which depend on the coordinate z. For k ≤ −2, the harmonic (0, 1)-forms represent-

ing the cohomology H1(P1,OP1(k)) can be identified with degree −k−2 polynomials,

denoted as P(k)(z̄), which depend on z̄. The product of two (0, 0)-forms is simply given

by polynomial multiplication, while the product of a (0, 0)-form and a (0, 1)-form is

performed by using the homogeneous versions of these polynomials and converting

the coordinates in the former to partial derivatives which act on the latter. Let us

finish this subsection by illustrating the above discussion with two explicit examples.

Example 1: Consider the case k = −3 and δ = 1, so that the relevant forms and

associated polynomials are explicitly given by

α(−4) = κ−4P(−4)(z̄)dz̄ , P(−4) = a0 + a1z̄ + a2z̄
2 ,

α(−3) = κ−3Q(−3)dz̄ , Q(−3) = b0 + b1z̄ , (3.47)

s = κ−3S(0,−5) , S(0,−5) = c0,0 + c0,1z̄ + c0,2z̄
2 + c0,3z̄

3 ,

p(1) = f0 + f1z ,
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where ai, bi, fi and ci,j are constants. Inserting these polynomials into Eq. (3.45),

comparing coefficients for same monomials and solving for the bi and ci,j in terms of

the ai and fi results in

Q(−3) =
1

3
(2a0f0 + a1f1 + (a1f0 + 2a2f1) z̄) , (3.48)

S(0,−5) =
1

3

(
−a2f0z̄3 + (a2f1 − a1f0) z̄

2 + (a1f1 − a0f0) z̄ + a0f1
)
. (3.49)

For the algebraic calculation based on Eq. (3.46), we start with the homogeneous

polynomials

p̃ = f0x0+f1x1 , P̃ = a0x̄
2
0+a1x̄0x̄1+a2x̄

2
1 , S̃ = c0,0x̄

3
0+c0,1x̄

2
0x̄1+c0,2x̄0x̄

2
1+c0,3x̄

3
1 .

(3.50)

Inserting these into Eq. (3.46) gives

Q̃ =
1

3
((2a0f0 + a1f1)x̄0 + (a1f0 + 2a2f1) x̄1) , (3.51)

which is indeed the homogeneous version of the polynomial Q(−3) in Eq. (3.48).

Example 2: Let us choose k = −1 and δ = 2. Since there are no harmonic forms

for k = −1, we have Q = 0, while the other forms and polynomials are given by

α(−3) = κ−3P(−3)(z̄)dz̄ , P(−3) = a0 + a1z̄ ,

s = κ−2S(2,−4) , S(2,−4) = c0,0 + c0,1z̄ + c0,2z̄
2 + c1,0z + c1,1|z|2 + c1,2z̄|z|2 ,

p(2) = p0 + p1z + p2z
2 . (3.52)

We note that, from (3.42), we now need to solve the equation p(2)α(−3) = −∂̄s, which
is similar in structure to Eq. (3.29) that determines the co-boundary map. Indeed,

we will later find the present example useful to explicitly work out a co-boundary

map. Inserting the above polynomials into Eq. (3.45) and comparing coefficients as

before leads to

S(2,−4) =
1

2
(p1a0 + p2a1)− p0a0z̄−

1

2
p0a1z̄

2 +
1

2
p2a0z+ p2a1|z|2 −

1

2
(p0a0 + p1a1)z̄|z|2 .

(3.53)

3.2.3 Line bundle valued harmonic forms on P
1 × P

1 × P
1 × P

1

In this sub-section, we generalise the above results for P1 to the ambient space A =

P1×P1×P1×P1. On each P1, we introduce homogeneous coordinates (x0i , x
1
i ), where

i = 1, . . . , 4 and cover each P1 with two standard open sets U(i,α) = {[x0i : x1i ] | xαi 6= 0}.
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Further, we introduce affine coordinates zi = x1i /x
0
i on U(i,0) and wi = x0i /x

1
i on U(i,1).

On the intersection of U(i,0) and U(i,1) we have zi = 1/wi. An open cover for the entire

space A is given by the 16 sets U(1,α1) × · · · × U(4,α4). For practical purposes, we will

usually work on the set U(1,0) × · · · × U(4,0) with coordinates z1, . . . , z4.

For each P
1, we have a Fubini–Study Kähler potential and Kähler form given by

Ki =
i

2π
log κi , κi = 1 + |zi|2 , Ji =

i

2πκ2i
dzi ∧ dz̄i (3.54)

and the Kähler cone of A is parametrised by J =
∑4

i=1 t
iJi, with all ti > 0.

The line bundles on A are obtained as the tensor products

OA(k) = OP1(k1)⊗ · · · ⊗ OP1(k4) (3.55)

and are, hence, labeled by a four-dimensional integer vector k = (k1, k2, k3, k4).

Straightforwardly generalising Eq. (3.35), we can introduce a Hermitian structure

H =
4∏

i=1

κ−k
i

i . (3.56)

on these line bundles. The gauge field and gauge field strength for the associated

Chern connection

A = H̄−1∂H̄ = −
4∑

i=1

ki∂ log κi , F = ∂̄A = −2πi
4∑

i=1

kiJi (3.57)

lead to the first Chern class

c1 (OA(k)) =
i

2π
F =

4∑

i=1

kiJi . (3.58)

The cohomology for K = OA(k) can be obtained by combining the Bott formula for

cohomology on P1 with the Künneth formula (2.74). If any of the integers ki equals −1

all cohomologies of K vanish. In all other cases, precisely one cohomology, Hq(A,K),

is non-zero, and q equals the number of negative integers ki. The dimension of this

non-vanishing cohomology is given by

hq(A,K) =
∏

i:ki≥0

(ki + 1)
∏

i:ki≤−2

(−ki − 1) . (3.59)

Generalising our results for P1, the harmonic (0, q)-forms representing this cohomol-

ogy can be written as

α(k) = P(k)

∏

i:ki≤−2

κk
i

i dz̄i , (3.60)
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where P(k) is a polynomial of degree ki in zi, provided k
i ≥ 0, and of degree −ki − 2

in z̄i, if k
i ≤ −2. It is also useful to write down a homogeneous version of these forms,

which is given by

α(k) = P̃(k)

∏

i:ki≤−2

σk
i

i µ̄i , (3.61)

where

σi = |x0i |2 + |x1i |2 , µi = ǫαβx
α
i x

β
i , (3.62)

and P̃(k) denotes the homogeneous counterpart of P(k).

We would now like to generalise our rule for the multiplication of forms obtained

on P1. In general, we have a map

Hq(A,OA(k))×Hp(A,OA(l)) → Hq+p(A,OA(k+ l)) (3.63)

between cohomologies induced by the wedge product and we would like to work out

this map for the above harmonic representatives. For a harmonic (0, q)-form α(k) ∈
Hq(A,OA(k)) with associated polynomial P(k) and a harmonic (0, p)-form β(l) with

associated polynomial R(l), the wedge product α(k) ∧ β(l) is equivalent in cohomology

to a harmonic (0, q + p)-form, which we denote by γ(k+l) ∈ Hq+p(A,OA(k + l)) with

associated polynomial Q(k+l). In general, the relation between those forms can be

written as

α(k) ∧ β(l) + ∂̄s = γ(k+l) , (3.64)

for a suitable (0, p+ q − 1)-form s taking values in OA(k+ l). Our earlier results for

P1 show that the polynomial Q(k+l) which determines γ(k+l) can be directly obtained

from P(k) and R(l) by the formula

Q̃ = ck,lP̃ R̃ , (3.65)

where, as before, P̃ , R̃, Q̃ are the homogeneous counterparts of P,R,Q and ck,l is the

appropriate product of numerical factors in Eq. (3.46). The understanding is that

positive degrees in a particular P1, represented by powers of xαi should be converted

into derivatives ∂x̄iα whenever they act on negative degrees in the same P1, represented

by x̄αi . When both degrees in P̃ and R̃ are positive for a given P1, a simple polynomial

multiplication should be carried out. Finally, for two negative degrees in the same

P1, the resulting Q̃ vanishes (since there will be a term dz̄i ∧ dz̄i in the corresponding

wedge product of the forms).
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3.2.4 Line bundles and cohomology on the tetra-quadric

As the final step in our discussion of line bundles and harmonic forms, we need to

consider line bundles on the tetra-quadric X . Recall that a tetra-quadric resides

in the ambient space A = P1 × P1 × P1 × P1 and is defined as the zero locus of a

polynomial p of multi-degree (2, 2, 2, 2), which can be seen as a section of the normal

bundle

N = OA(q) , q = (2, 2, 2, 2) . (3.66)

The tetra-quadric has Hodge numbers h1,1(X) = 4 and h2,1(X) = 68. Later, we will

use the freely-acting Γ = Z2 × Z2 symmetry of the tetra-quadric, whose generators

are given by

g1 =

(
1 0

0 −1

)
, g2 =

(
0 1

1 0

)
. (3.67)

These matrices act simultaneously on all four pairs of homogeneous coordinates. The

quotient X̃ = X/Γ is a Calabi-Yau manifold with Hodge numbers h1,1(X̃) = 4 (since

all four Kähler forms Ji are Γ-invariant) and h2,1(X̃) = 20 (using divisibility of the

Euler number).

All line bundles on the tetra-quadric can be obtained as restrictions of line bundles

on A, that is

OX(k) = OA(k)|X . (3.68)

As discussed in Section 3.1.4, the Koszul sequence and its associated long exact

sequence provide a close relationship between line bundle cohomology on A and X ,

which is summarised by Eq. (3.27). This equation shows that the cohomology of a

line bundle K = OX(k) depends on the first and second cohomologies of the ambient

space line bundles K = OA(k) and N ∗ ⊗ K = OA(k − q). As discussed earlier, line

bundles on A have at most one non-vanishing cohomology and, hence, K and N ∗⊗K
have at most one non-zero cohomology each. This leads to the following four cases:

1) H2(A,N ∗ ⊗K) = 0 and H2(A,K) = 0

In this case, H1(X,K) is given by (0, 1)-forms α(k), as in Eq. (3.60), with associ-

ated polynomials P(k) and, in the terminology of Section 3.1.4, the cohomology

representatives are of type 1. If H1(A,N ∗ ⊗K) is non-trivial we have to com-

pute the co-kernel in Eq. (3.27), which amounts to imposing the identification

P̃(k) ∼ P̃(k)+p̃Q̃(k−q) for arbitrary polynomials Q̃(k−q) of multi-degree k−q. Re-

call that the tilde denotes the homogeneous version of the polynomials and that

coordinates appearing with positive degree have to be converted into derivatives
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whenever they act on negative degree coordinates, as discussed at the end of the

last sub-section. Since the coefficients of p depend on the complex structure,

this identification leads to complex structure dependence of the representatives.

2) H1(A,N ∗ ⊗K) = 0 and H1(A,K) = 0

In this case, H1(X,K) is represented by (0, 2)-forms α(k−q), with associated

polynomials P(k−q), satisfying pα(k−q) = ∂̄β(k) for a suitable (0, 1)-form β(k).

Using the terminology of Section 3.1.4, this corresponds to type 2 representa-

tives. If H2(A,K) 6= 0, we have to work out the kernel in Eq. (3.27), which

amounts to imposing the condition p̃P̃(k−q) = 0. This leads to explicit complex

structure dependence of the representatives.

3) H1(A,N ∗ ⊗K) = 0 and H2(A,K) = 0

This is a combination of the previous two cases, where H1(X,K) is a direct

sum of type 1 and type 2 contributions.

4) H2(A,N ∗ ⊗K) = 0 and H1(A,K) = 0

In this case, H1(X,K) = 0.

3.3 Yukawa couplings on the tetra-quadric and some

toy examples

We have now collected all relevant technical details on line bundles and harmonic

bundle-valued forms on the tetra-quadric and are ready to apply these to concrete

calculations of Yukawa couplings. To begin, we collect some general statements on

Yukawa couplings on the tetra-quadric – including the precise relation between an

explicit analytic calculation of the integral and a corresponding algebraic calculation

– and then move on to work out Yukawa couplings for a number of toy examples.

In the next section, we compute the Yukawa couplings for a quasi-realistic standard

model on the tetra-quadric.

3.3.1 General properties of Yukawa couplings

As we have discussed earlier, we can distinguish two types of harmonic bundle-valued

(0, 1)-forms on the tetra-quadric: forms of type 1, which descend from harmonic

(0, 1)-forms on the ambient space, and forms of type 2, which descend from harmonic

(0, 2)-forms on the ambient space. The Yukawa couplings involve three harmonic
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(0, 1)-forms and, as shown in Section 3.1.4, their structure depends on the types of

these (0, 1)-forms.

Let us consider a line bundle model on the tetra-quadric, specified by line bundles

La, where a = 1, . . . , n, and a Yukawa coupling with three associated line bundles

K1 = OX(k1), K2 = OX(k2) and K3 = OX(k3), which are related to La as in

Table 3.4. Consider three harmonic (0, 1)-forms νi ∈ H1(X,Ki). We have seen

that the Yukawa coupling vanishes if these three forms are of type 1. The next

simplest case, when two of the forms, say ν1 and ν2, are of type 1 and descend from

ambient space harmonic (0, 1)-forms ν̂1 ∈ H1(A,OA(k1)) and ν̂2 ∈ H1(A,OA(k2)),

while ν3 is of type 2 and descends from a harmonic ambient space (0, 2)-form ω̂3 ∈
H2(A,OA(k3 − q)), leads to the particularly simple formula

λ(ν1, ν2, ν3) = − 1

2πi

∫

C4

d4z ∧ ν̂1 ∧ ν̂2 ∧ ω̂3 , (3.69)

for the Yukawa coupling. This follows from Eq. (3.31), together with Eqs. (3.21),

which show that the form µ is given by

µ = dz1 ∧ dz2 ∧ dz3 ∧ dz4 = d4z . (3.70)

The integral over A can then be thought of as the integral over C4, provided the forms

ν̂1, ν̂2, ω̂3 transform to the other patches as sections of the appropriate line bundles.

Since ν̂1 and ν̂2 are (0, 1)-forms, the vectors k1 and k2 should contain precisely one

entry ≤ −2 each, while the vector k3 contains precisely two entries ≤ 0, in line with

ω̂3 being a (0, 2)-form. Further, recall from Table 3.4 that K1 ⊗ K2 ⊗K3 = OA and,

hence, k1 + k2 + k3 = 0. This means that the four non-positive entries in these

vectors must all arise in different P1 directions. Hence, we can assume, possibly after

re-ordering, that k11 ≤ −2, k22 ≤ −2 and k33, k
4
3 ≤ 0, while all other entries are positive.

With these conventions, we can apply Eq. (3.60) to write down the relevant forms as

ν̂1 = κ
k11
1 P(k1)dz̄1 , ν̂2 = κ

k22
2 R(k2)dz̄2 , ω̂3 = κ

k33−2
3 κ

k43−2
4 T(k3−q)dz̄3∧dz̄4 . (3.71)

Inserting these forms into Eq. (3.69) leads to the integral

λ(ν1, ν2, ν3) = − 1

2πi

∫

C4

d4z d4z̄ κ
k11
1 κ

k22
2 κ

k33−2
3 κ

k43−2
4 P(k1)R(k2)T(k3−q) . (3.72)

There are two ways of evaluating this integral. Firstly, we can explicitly insert the

factors κi = 1+|zi|2 and the polynomials and simply integrate, using polar coordinates
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in each C plane. All terms with non-matching powers of zi and z̄i vanish due to the

angular integration. The remaining terms all reduce to the standard integrals

∫

C

|z|2q
κp

dz dz̄ = 2πiIp,q , Ip,q = 2

∫ ∞

0

dr
r2q+1

(1 + r2)p
=

q!

(p− 1) · · · (p− q − 1)
, (3.73)

where p ≥ q + 2 is a requirement satisfied for all the cases in use. Alternatively,

we can work out the integral (3.72) “algebraically”. To do this, we first note that

the integrand ν̂1 ∧ ν̂2 ∧ ω̂3 represents an element of the one-dimensional cohomology

H4(A,N ∗). It can, therefore, be written as µ(P,R, T )κ−2
1 κ−2

2 κ−2
3 κ−2

4 d4z̄, where

µ(P,R, T ) = P̃ R̃T̃ (3.74)

is the product of the three associated polynomials (carried out as discussed in Sec-

tion 3.2.3) and simply a complex number. Inserting this into Eq. (3.69) shows that

λ(ν1, ν2, ν3) = 8iπ3cµ(P,R, T ) , (3.75)

where the numerical factor c follows from Eq. (3.46) and is explicitly given by

c = ck11,−k11−2 ck22 ,−k22−2 ck33−2,−k33
ck43−2,−k43

. (3.76)

In conclusion, up to an overall numerical (and explicitly computed) factor, the Yukawa

couplings are simply given by Eq. (3.74) and can, hence, be obtained by a multipli-

cation of the associated polynomials.

In the general case, the Yukawa couplings are given by the integral (3.24) which

can be written as

λ(ν1, ν2, ν3) = − 1

2πi

∫

C4

d4z ∧ [ω̂1 ∧ ν̂2 ∧ ν̂3 − ν̂1 ∧ ω̂2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ω̂3] , (3.77)

with the (0, 1)-forms ν̂i and the (0, 2)-forms ω̂i in this expression related by

∂̄ν̂i = pω̂i . (3.78)

If the Yukawa coupling depends on more than one form of type 2, we have to solve

this last equation for some of the ν̂i in terms of ω̂i. This can be done explicitly for

specific examples, as we will demonstrate later, but as discussed in Section 3.2.2, we

are currently not aware of a general solution.
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3.3.2 An example with vanishing Yukawa couplings

We would like to consider a rank four line bundle sum on the tetra-quadric specified

by the line bundles

L1 = OX(−1, 0, 0, 1) , L2 = OX(0,−2, 1, 3) ,

L3 = OX(0, 0, 1,−3) , L4 = OX(1, 2,−2,−1) .
(3.79)

This bundle leads to a four-dimensional theory with gauge group SO(10)×S(U(1)4).
Table 3.2 contains the basic information required to determine the multiplet content

of such a theory, and together with the cohomology results

h
•

(X,L2) = (0, 8, 0, 0) , h
•

(X,L3) = (0, 4, 0, 0) ,

h
•

(X,L1 ⊗ L4) = (0, 3, 3, 0) , h
•

(X,L2 ⊗ L3) = (0, 3, 3, 0) ,

h
•

(X,L1 ⊗ L∗
2) = (0, 0, 12, 0) , h

•

(X,L1 ⊗ L∗
3) = (0, 0, 12, 0) ,

h
•

(X,L2 ⊗ L∗
3) = (0, 7, 15, 0) , h

•

(X,L2 ⊗ L∗
4) = (0, 60, 0, 0) ,

h
•

(X,L3 ⊗ L∗
4) = (0, 0, 36, 0) ,

(3.80)

we find the upstairs spectrum

8 162 , 4 163 , 3 101,4 , 3 102,3 , 12 12,−1 , 12 13,−1 , 7 12,−3 , 15 13,−2 , 60 12,−4 , 36 14,−3 .

(3.81)

This spectrum is designed to produce a standard-model with three families upon

dividing by a freely-acting symmetry of order four. Such symmetries are indeed

available for the tetra-quadric however, unfortunately, for group-theoretical reasons

these symmetries cannot break the SO(10) gauge group to the standard model group.

For this reason, the above model should be considered a toy example.

Nevertheless, it is useful to calculate the Yukawa couplings for this model, in

order to gain some experience with our formalism. Specifically, we are interested in

couplings of the type

λIJK10
(I)
1,416

(J)
2 16

(K)
3 . (3.82)

which are allowed by the SO(10)× S(U(1)4) gauge symmetry. Following Table 3.4,

the required harmonic forms are contained in the first cohomologies of the line bundles

K1 = L1 ⊗ L4 = OX(0, 2,−2, 0) , K2 = L2 = OX(0,−2, 1, 3) , K3 = L3 = OX(0, 0, 1,−3) .

(3.83)

These line bundles satisfy H1(X,Ki) ∼= H1(A,Ki) and H
2(A,N ∗⊗Ki) = 0, where Ki

are the corresponding ambient space line bundles with Ki = Ki|X . This shows (see

Section 3.1.4) that all three harmonic forms which enter the Yukawa integral are of
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type 1. From our general arguments, this means that the Yukawa couplings vanish,

so

λIJK = 0 . (3.84)

Note that this vanishing is, apparently, not caused by a symmetry in the low-energy

theory, but happens due to quasi-topological reasons related to the cohomology of the

line bundles involved. (However, we do not rule out that a symmetry which explains

this vanishing result may be found.)

3.3.3 An E6 example

For a simple example with gauge group E6 × S(U(1)3), consider the following choice

of line bundles

L1 = K1 = OX(−2, 0, 1, 0) , L2 = K2 = OX(0,−2, 0, 1) , L3 = K3 = OX(2, 2,−1,−1) .

(3.85)

The above line bundles Ki may also arise as appropriate tensor products for other

gauge groups, see Table 3.4, and the subsequent calculation also applies to these

cases. However, for definiteness, we will focus on E6×S(U(1)3) and the corresponding

multiplets, as summarised in Table 3.1. The cohomology results

h•(K1) = (0, 2, 0, 0) , h•(K2) = (0, 2, 0, 0) , h•(K3) = (0, 4, 0, 0) (3.86)

show that we have a spectrum

2 271 , 2 272 , 4 273 (3.87)

plus E6 singlets which are irrelevant to the present discussion. We are interested in

the Yukawa couplings

λIJK27
(I)
1 27

(J)
2 27

(K)
3 . (3.88)

Clearly, the first two line bundles are of type 1 with the corresponding harmonic

(0, 1)-forms contained in H1(A,K1) and H1(A,K2). However, K3 is of type 2 and

the associated harmonic (0, 2)-forms represent the cohomology H2(A,N ∗ ⊗K2). Al-

together, using Eq. (3.60), this means the relevant harmonic forms and polynomials

are

ν̂1 = κ−2
1 P(−2,0,1,0)dz̄1 , P(−2,0,1,0) = p0 + p1z3 ,

ν̂2 = κ−2
2 Q(0,−2,0,1)dz̄2 , Q(0,−2,0,1) = q0 + q1z4 ,

ω̂3 = κ−3
3 κ−3

4 R(0,0,−3,−3)dz̄3 ∧ dz̄4 , R(0,0,−3,−3) = r0 + r1z̄3 + r2z̄4 + r3z̄3z̄4 ,

(3.89)
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where pI , qI and rI are complex coefficients parametrising the various 27 multiplets.

Multiplying the three polynomials and discarding terms with different powers of zi

and z̄i gives

PQR = p0q0r0 + p0q1r2|z4|2 + p1q0r1|z3|2 + p1q1r3|z3|2|z4|2 + non-matching terms .

(3.90)

This can be directly inserted into the integral (3.72) and, together with the standard

integrals (3.73) (specifically, I2,0 = 1, I3,0 = 1/2, I3,1 = 1/2), we find

λ(P,Q,R) = 2iπ3 (p0q0r0 + p0q1r2 + p1q0r1 + p1q1r3) . (3.91)

Alternatively, we can use the algebraic calculation method based on Eq. (3.74). For

simplicity of notation, we denote the four sets of homogeneous ambient space coor-

dinates by (xαi ) = ((x0, x1), (y0, y1), (u0, u1), (v0, v1)) from hereon. Then, the homoge-

neous versions of the three polynomials read explicitly

P̃ = p0u0+p1u1 , Q̃ = q0v0+q1v1 , R̃ = r0ū0v̄0+r1v̄0ū1+r2ū0v̄1+r3ū1v̄1 . (3.92)

Their product is given by

µ(P,Q,R) = (p0∂ū0 + p1∂ū1) (q0∂v̄0 + q1∂v̄1) (r0ū0v̄0 + r1v̄0ū1 + r2ū0v̄1 + r3ū1v̄1)

= p0q0r0 + p0q1r2 + p1q0r1 + p1q1r3 , (3.93)

where we have converted the coordinates in P̃ and Q̃ into derivatives, as required

by our general rules. Inserting the correct numerical coefficient from Eqs. (3.75)

and (3.76), this indeed coincides with the result (3.91) from direct evaluation of the

integral. If we choose a standard basis where each of the coefficients pI , qI and rI

equals one while all others vanish, we can write down the explicit Yukawa matrices

(λ1JK) = 2iπ3

(
1 0 0 0

0 0 1 0

)
, (λ2JK) = 2iπ3

(
0 1 0 0

0 0 0 1

)
. (3.94)

Both matrices have maximal rank and are independent of complex structure.

3.3.4 An example with complex structure dependence

We would like to discuss the Yukawa couplings related to the three line bundles

K1 = OX(0,−2, 1, 1) , K2 = OX(−4, 0, 1, 1) , K3 = OX(4, 2,−2,−2) , (3.95)

with cohomologies

h•(K1) = (0, 4, 0, 0) , h•(K2) = (0, 12, 0, 0) , h•(K3) = (0, 12, 0, 0) . (3.96)
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It will be convenient to think about this situation as arising from an SU(5)×S(U(1)5)
model, defined by five line bundles La, with K1 = L1 ⊗ L2 and K2 = L3 ⊗ L4 and

K3 = L5. Then, using the correspondence from Table 3.4, the SU(5) × S(U(1)5)

spectrum related to K1, K2 and K3 is

4 51,2 , 12 53,4 , 12 105 . (3.97)

We will later introduce a Z2 × Z2 Wilson line to break to the standard model group,

in which case, as we will see, the above spectrum reduces to

H1,2 , 3 d3,4 , 3 Q5 . (3.98)

We are interested in computing the d-quark Yukawa couplings

λ
(d)
JKH1,2d

J
3,4Q

K
5 . (3.99)

However, for now, we construct the relevant bundle-valued forms in the upstairs

theory, and restrict to the Z2 × Z2-quotient later. The line bundles K1 and K2 are

both of type 1, with H1(X,K1) ∼= H1(X,K1) and H
1(X,K2) ∼= H1(X,K2), while K3

is of type 2 and

H1(X,K3) ∼= Ker(H2(A,N ∗ ⊗K3)
p→ H2(A,K3)) . (3.100)

Hence, following Eq. (3.61), the relevant ambient space forms and polynomials can

be written in terms of homogeneous coordinates as

4 51,2 → ν̂1 = σ−2
2 Q̃(0,−2,1,1)µ̄2 , Q̃ ∈ Span(u0v0, u0v1, u1v0, u1v1) ,

12 53,4 → ν̂2 = σ−4
1 R̃(−4,0,1,1)µ̄1 , R̃ ∈ Span(x̄20, x̄0x̄1, x̄

2
1) Span(u0, u1) Span(v0, v1) ,

12 105 → ω̂3 = σ−2
3 σ−2

4 S̃(2,0,−4,−4)µ̄3 ∧ µ̄4 , S̃ ∈ Span(x20, x0x1, x
2
1) Span(ū

2
0, ū0ū1, ū

2
1)

Span(v̄20, v̄0v̄1, v̄
2
1) ,

(3.101)

where by Span() we mean the ideal generated by polynomials, with complex number

coefficients. The polynomial S̃ lies in a 27-dimensional space which, in line with

Eq. (3.100), is mapped into the 15-dimensional space

Span(x40, x
3
0x1, x

2
0x

2
1, x0x

3
1, x

4
1) Span(y

2
0, y0y1, y

2
1) . (3.102)

We have to ensure that S̃ resides in the kernel of this map, which amounts to imposing

the condition

p̃S̃ = 0 . (3.103)

This leads to a 12-dimensional space, as expected.
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These results are quite complicated due to the large number of multiplets. To

simplify matters, it is useful to quotient by the freely-acting Γ = Z2 × Z2 symmetry

with generators (3.67). Representations of this symmetry are denoted by a pair of

charges, (q1, q2), where qi ∈ {0, 1}. We choose a trivial equivariant structure for all

line bundles and, following the discussion around Eq. (3.16), a Wilson line specified

by χ2 = (1, 1), χ3 = (0, 0) with associated multiplet charges

χH = χ2 = (1, 1) , χd = χ∗
3 = (0, 0) , χQ = χ2 ⊗ χ3 = (1, 1) . (3.104)

Taking into account that the differentials µi carry charge (1, 1) under the Z2 × Z2

symmetry, this choice means we should project onto the (0, 0) states for Q̃, and the

(1, 1) states for R̃ and S̃. This leads to to the explicit Z2×Z2-equivariant polynomials

Q̃ = u0v0 + u1v1 ,

R̃ = a3 (u0v0x̄0x̄1 − u1v1x̄0x̄1) + a1 (u0v1x̄
2
0 − u1v0x̄

2
1) + a2 (u1v0x̄

2
0 − u0v1x̄

2
1) ,

S̃ = b4 (x
2
0ū

2
1v̄0v̄1 − x21ū

2
0v̄0v̄1) + b1 (x

2
0ū

2
0v̄0v̄1 − x21ū

2
1v̄0v̄1) + b6 (x0x1ū

2
0v̄

2
1 − x0x1ū

2
1v̄

2
0) +

b3 (x
2
0ū0ū1v̄

2
1 − x21ū0ū1v̄

2
0) + b2 (x

2
0ū0ū1v̄

2
0 − x21ū0ū1v̄

2
1) + b5 (x0x1ū

2
0v̄

2
0 − x0x1ū

2
1v̄

2
1) .

(3.105)

Hence, we are left with a single Higgs multiplet, H1,2, three d-quarks, dI3,4, with

parameters a = (aI) and six left-handed quarks QJ
5 with parameters b = (bJ). In

terms of these parameters, the Yukawa couplings are given by

µ(Q,R, S) = Q̃R̃S̃ = 8 (a1 (b1 + b3) + a2 (b2 + b4) + a3b5) . (3.106)

However, for the “physical” result we still have to find the kernel (3.100), that is,

compute the vectors b which satisfy Eq. (3.103). To this end, we write down the
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most general tetra-quadric polynomial consistent with the Γ = Z2 × Z2 symmetry.

p̃ = C1u0u1v0v1x0x1y0y1 + C2(u
2
1x0x1y0y1v

2
0 + u20v

2
1x0x1y0y1) +

C3(u
2
0x0x1y0y1v

2
0 + u21v

2
1x0x1y0y1) + C14(u0u1v

2
1y0y1x

2
0 + u0u1v

2
0x

2
1y0y1) +

C13(u
2
1v0v1y0y1x

2
0 + u20v0v1x

2
1y0y1) + C16(u

2
0v0v1y0y1x

2
0 + u21v0v1x

2
1y0y1) +

C15(u0u1v
2
0y0y1x

2
0 + u0u1v

2
1x

2
1y0y1) + C12(u

2
1v

2
1x

2
1y

2
0 + u20v

2
0x

2
0y

2
1) +

C9(u
2
0v

2
1x

2
1y

2
0 + u21v

2
0x

2
0y

2
1) + C10(u0u1v0v1x

2
1y

2
0 + u0u1v0v1x

2
0y

2
1) +

C11(u
2
1v

2
0x

2
1y

2
0 + u20v

2
1x

2
0y

2
1) + C8(u

2
0v

2
0x

2
1y

2
0 + u21v

2
1x

2
0y

2
1) +

C5(u0u1v
2
1x0x1y

2
0 + u0u1v

2
0x0x1y

2
1) + C4(u

2
1v0v1x0x1y

2
0 + u20v0v1x0x1y

2
1) +

C7(u
2
0v0v1x0x1y

2
0 + u21v0v1x0x1y

2
1) + C6(u0u1v

2
0x0x1y

2
0 + u0u1v

2
1x0x1y

2
1) +

C17(u
2
1v

2
1x

2
0y

2
0 + u20v

2
0x

2
1y

2
1) + C20(u

2
0v

2
1x

2
0y

2
0 + u21v

2
0x

2
1y

2
1) +

C19(u0u1v0v1x
2
0y

2
0 + u0u1v0v1x

2
1y

2
1) + C18(u

2
1v

2
0x

2
0y

2
0 + u20v

2
1x

2
1y

2
1) +

C21(u
2
0v

2
0x

2
0y

2
0 + u21v

2
1x

2
1y

2
1) . (3.107)

The dimension of the complex structure moduli space for X̃ = X/(Z2 × Z2) is given

by h2,1(X̃) = 20. The 21 coefficients Ci in the above polynomial provide projective

(local) coordinates on this moduli space. Using this polynomial, Eq. (3.103) is solved

by vectors b satisfying

Mb = 0 , M =




C16

2
C15

2
C14

2
C13

2
0 0

C7

2
C6

2
C5

2
C4

2
C21 − C17 C20 − C18

C4

2
C5

2
C6

2
C7

2
C12 − C8 C11 − C9


 . (3.108)

The matrix M has indeed a (generically) three-dimensional kernel, but its basis vec-

tors vI , where I = 1, 2, 3, are very complicated functions of the complex structure

moduli. In principle, this basis can be computed, and b can then be written as

b =
∑

I

βIvI , (3.109)

where the three βI now parametrise the three left-handed quark families. Inserting

this result into Eq. (3.106) gives the desired result for the Yukawa couplings, and it

can be shown that the rank of the Yukawa matrix λ
(d)
IJ is three at generic loci in the

complex structure moduli space.

In order to obtain a more explicit result, we restrict to a five-dimensional sub-locus

of our 20-dimensional complex structure moduli space, described by polynomials of
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the form

p̃s = c1u0u1v0v1x0x1y0y1 + c2(u
2
0v0v1x

2
0y0y1 + u21v0v1x

2
0y0y1 + u0u1v

2
0x1x0y

2
0 +

u0u1v
2
1x1x0y

2
0 + u0u1v

2
0x1x0y

2
1 + u0u1v

2
1x1x0y

2
1 + u20v0v1x

2
1y0y1 +

u21v0v1x
2
1y0y1) + c5(u

2
0v

2
1x

2
0y

2
0 + u20v

2
0x

2
1y

2
0 + u21v

2
1x

2
0y

2
1 + u21v

2
0x

2
1y

2
1) +

c4(u
2
0v

2
0x0x1y0y1 − u21v

2
0x0x1y0y1 + u0u1v1v0x

2
0y

2
0 − u0u1v1v0x

2
1y

2
0 −

u0u1v1v0x
2
0y

2
1 + u0u1v1v0x

2
1y

2
1 − u20v

2
1x0x1y0y1 + u21v

2
1x0x1y0y1) +

c3(u
2
1v

2
0x

2
0y

2
0 + u21v

2
1x

2
1y

2
0 + u20v

2
0x

2
0y

2
1 + u20v

2
1x

2
1y

2
1) + c6(u

2
0v

2
0x

2
0y

2
0 +

u21v
2
1x

2
0y

2
0 + u21v

2
0x

2
1y

2
0 + u20v

2
1x

2
1y

2
0 + u21v

2
0x

2
0y

2
1 + u20v

2
1x

2
0y

2
1 +

u20v
2
0x

2
1y

2
1 + u21v

2
1x

2
1y

2
1) . (3.110)

In fact, this polynomial is the most general consistent with the freely-acting Z4 × Z4

symmetry of the tetra-quadric, which contains the Z2×Z2 symmetry used previously

as a sub-group. The equation p̃sS̃ = 0 for the kernel now reads

Mb = 0 , M =




c2 0 0 c2 0 0

0 c2 c2 0 0 2c5 − 2c3

0 c2 c2 0 2c3 − 2c5 0


 . (3.111)

Generically, the dimension of this kernel is three and a basis can be readily found as

v1 =
1
8
(0, 2 (c3 − c5) , 0, 0,−c2, c2)T , v2 =

1
8
(−c2, 0, 0, c2, 0, 0)T ,

v3 =
1
8
(0,−c2, c2, 0, 0, 0)T .

(3.112)

Inserting these vectors into Eq. (3.109) and (3.106) and choosing a standard basis for

the coefficients a and β then gives the Yukawa couplings

λ(d) = iπ3c




0 −c2 c2

2c3 − 2c5 c2 −c2
−c2 0 0


 , (3.113)

where c is the numerical factor from Eq. (3.75). Evidently, the generic rank of this

matrix is two. This shows that the rank of the Yukawa matrix can vary in com-

plex structure moduli space and can reduce at specific loci. In the present case, it

is generically of rank three in the 20-dimensional complex structure moduli space

described by the polynomials (3.107). On the five-dimensional sub-locus, described

by the polynomials (3.110), the rank reduces to two.

If we specialise further to the four-dimensional locus where c2 = 0, the rank of

(3.113) reduces to one. It turns out that the tetra-quadric (3.110) remains generically
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smooth on this sub-locus. However, we have to be careful since the rank of the matrix

M in Eq. (3.111) also depends on the complex structure. In fact, for c2 = 0 the rank

of M reduces to two so that the dimension of the kernel increases from three to four.

Hence, on this sub-locus the spectrum in the low-energy theory enhances from three

left-handed quark multiplets to four (plus one mirror left-handed quark multiplet,

since the index remains unchanged). A basis of the kernel is then given by vI = eI/8,

where I = 1, . . . , 4, and eI are the six-dimensional standard unit vectors. From

Eq. (3.109) and (3.106), this leads to the Yukawa couplings

λ(d) = iπ3c




1 0 1 0

0 1 0 1

0 0 0 0


 . (3.114)

Hence, after properly including the additional multiplet, the rank of the Yukawa

matrix remains two.

3.4 Yukawa couplings in a quasi-realistic model on

the tetra-quadric

In the previous section, we have applied our methods to a number of toy examples and

we have seen cases with vanishing and non-vanishing Yukawa couplings, both with

and without complex-structure dependence. We would now like to calculate Yukawa

couplings in a quasi-realistic model on the tetra-quadric, that is, a model with gauge

group SU(3) × SU(2) × U(1) (plus additional U(1) symmetries which are Green-

Schwarz anomalous or can be spontaneously broken) and the exact MSSM spectrum

(plus moduli fields uncharged under the standard model group, including bundle

moduli singlets). This model appears in the standard model data base [25, 26] and

has been further analysed in Refs. [39–42]. We begin by reviewing the basic structure

of this model and then calculate the two types of non-vanishing Yukawa couplings

which arise, that is, the standard up-quark Yukawa couplings and the singlet Yukawa

couplings of the form SLH , with bundle moduli singlets S.

3.4.1 The model

The upstairs model is based on a rank five line bundle sum, V =
⊕5

a=1 La, on the

tetra-quadric, with the five line bundles explicitly given by

L1 = OX(−1, 0, 0, 1) , L2 = OX(−1,−3, 2, 2) , L3 = OX(0, 1,−1, 0) ,

L4 = OX(1, 1,−1,−1) , L5 = OX(1, 1, 0,−2) .
(3.115)
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Hence, the low-energy GUT group is SU(5)× S(U(1)5). The non-zero cohomologies

of line bundles appearing in V , ∧2V and V ⊗ V ∗ are

h
•

(X,L2) = (0, 8, 0, 0) , h
•

(X,L5) = (0, 4, 0, 0) ,

h
•

(X,L2 ⊗ L4) = (0, 4, 0, 0) , h
•

(X,L2 ⊗ L5) = (0, 3, 3, 0) ,

h
•

(X,L4 ⊗ L5) = (0, 8, 0, 0) , h
•

(X,L1 ⊗ L∗
2) = (0, 0, 12, 0) ,

h
•

(X,L1 ⊗ L∗
5) = (0, 0, 12, 0) , h

•

(X,L2 ⊗ L∗
3) = (0, 20, 0, 0) ,

h
•

(X,L2 ⊗ L∗
4) = (0, 12, 0, 0) , h

•

(X,L3 ⊗ L∗
5) = (0, 0, 4, 0) .

(3.116)

Following Table 3.3, these cohomologies give rise to the GUT spectrum

8 102 , 4 105 , 4 52,4 , 3 5
H
2,5 , 8 54,5 , 35

H
2,5 , 12 12,1 , 12 15,1 , 20 12,3 , 12 12,4 , 4 15,3 .

(3.117)

At the GUT level, the only superpotential terms allowed by the gauge symmetry are

W = λIJK5
(I)
2,510

(J)
2 10

(K)
5 + ρIJK1

(I)
2,45

(J)
4,55

(K)
2,5 , (3.118)

where the indices I, J,K . . . run over various ranges, as indicated by the multiplicities

in the spectrum (3.117), and λIJK and ρIJK are the couplings we would like to

calculate.

Evidently, the above GUT model has 12 families of quarks and leptons, three

vector-like 5H–5
H
pairs, which can account for the Higgs multiplets, and a spectrum

of bundle moduli singlets. This is a promising upstairs spectrum which may lead to a

downstairs standard model upon dividing by a freely-acting symmetry of order four.

Indeed, this can be accomplished using the Z2×Z2 symmetry with generators (3.67),

a choice of Wilson line specified by χ2 = (0, 1) and χ3 = (0, 0) and a trivial equivariant

structure for all line bundles. The relevant GUT multiplets branch as 10 → (Q, u, e),

5 → (d, L), 5
H → (T,H) and 5H → (T̄ , H̄) (where T and T̄ are the Higgs triplets,

to be projected out). From Eq. (3.16), these standard model multiplets carry the

Wilson line charges

χQ = χ2 ⊗ χ3 = (0, 1) , χu = χ2
3 = (0, 0) , χe = χ2

2 = (0, 0) ,

χd = χ∗
3 = (0, 0) , χL = χ∗

2 = (0, 1) , χH = χ∗
2 = (0, 1) ,

χH = χ2 = (0, 1) , χT = χ∗
3 = (0, 0) , χT = χ3 = (0, 0) .

(3.119)

Applying the rule (3.15) for this choice of charges then leads to the downstairs spec-

trum

2 (Q, u, e)2, (Q, u, e)5, (d, L)2,4, 2 (d, L)4,5, H2,5, H2,5, 3 12,1, 3 15,1, 5 12,3, 3 12,4, 15,3,

(3.120)
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a perfect MSSM spectrum plus additional bundle moduli singlets. Ordering the

quarks as (Q(I)) = (Q1
2, Q

2
2, Q5) and (u(I)) = (u12, u

2
2, u5), the downstairs analogue

of the superpotential (3.118) can be written as

W = λ
(u)
IJ H2,5u

(I)Q(J) + ρIJ1
(I)
2,4L

(J)
4,5H2,5 . (3.121)

The up-Yukawa matrix λ(u) is further constrained by the S(U(1)5) symmetry and

must be of the form

λ(u) =




0 0 a

0 0 b

a′ b′ 0


 . (3.122)

However, it is not yet clear that the entries a, b, a′, b′ of this matrix are non-zero

and that the rank of the up-Yukawa matrix is indeed two, as the pattern of (3.122)

suggests. This is the question we will answer in the next sub-section. The 3 × 2

singlet coupling matrix ρ is unconstrained by gauge symmetry and evidently plays an

important role for the existence of a massless Higgs doublet pair, away from the line

bundle locus. More precisely, if

〈ρIJ1(I)
2,4〉 (3.123)

is non-zero, then the Higgs pair (where a combination of the lepton multiplets plays

the role of the down Higgs) receives a large mass and disappears from the spectrum.

At the line bundle locus, we have 〈1(I)
2,4〉 = 0, and the Higgs pair is massless, consistent

with the result of our cohomology calculation. However, once we move away from

the line bundle locus such that 〈1(I)
2,4〉 6= 0,3 the Higgs pair may become massive,

depending on the structure of the couplings ρIJ . In fact, in Ref. [40] we have verified

– by performing a cohomology calculation for the associated non-Abelian bundles –

that the Higgs pair does indeed become massive for generic complex structure, once

〈1(I)
2,4〉 6= 0. This suggests that at least some of the singlet couplings ρIJ are non-

zero, generically. Below, we will confirm this expectation by explicitly calculating the

couplings ρIJ .

3.4.2 Up Yukawa coupling

To calculate the up Yukawa couplings, we begin with the upstairs GUT model and

focus on the first term in the superpotential (3.118). The line bundles and ambient

3Note that we can turn on all the available singlets except 1
(I)
2,4 and keep the Higgs pair massless.

As was shown in Ref. [40], this deformation leads to a standard model with global B−L symmetry.
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space harmonic forms (see Eq. (3.61)) for these multiplets are

3 5H2,5 −→ K1 = L∗
2 ⊗ L∗

5 , ν̂1 = σ−2
3 Q̃(0,2,−2,0)µ̄3 ,

4 102 −→ K2 = L5 , ν̂2 = σ−2
4 R̃(1,1,0,−2)µ̄4 ,

8 105 −→ K3 = L2 , ω̂ = σ−3
1 σ−5

2 S̃(−3,−5,0,0)µ̄1 ∧ µ̄2 ,

(3.124)

with associated polynomials

Q̃ = q0y
2
0 + q1y0y1 + q2y

2
1 , (3.125)

R̃ = r0x0y0 + r1x1y0 + r2x0y1 + r3x1y1 , (3.126)

S̃ = s0x̄0ȳ
3
0 + s1x̄0ȳ

2
0 ȳ1 + s2x̄0ȳ0ȳ

2
1 + s3x̄0ȳ

3
1 + s4x̄1ȳ

3
0 + s5x̄1ȳ

2
0 ȳ1 +

s6x̄1ȳ0ȳ
2
1 + s7x̄1ȳ

3
1 , (3.127)

and coefficients qI , rI and sI parametrising the multiplets. Evidently, K1 and K2 are

of type 1, while K3 is of type 2, so we can proceed with the algebraic calculation

explained in Section 3.3.1. Converting everything to holomorphic coordinates for

simplicity of notation, we have

µ(Q,R, S) =
(
q0∂

2
y0
+ q1∂y0∂y1 + q2∂

2
y1

)
(r0∂x0∂y0 + r1∂x1∂y0 + r2∂x0∂y1 + r3∂x1∂y1)(

s0x0y
3
0 + s1x0y

2
0y1 + s2x0y0y

2
1 + s3x0y

3
1 + s4x1y

3
0 + s5x1y

2
0y1 +

s6x1y0y
2
1 + s7x1y

3
1

)

= 2 [3q0r0s0 + 3q0r1s4 + q0r2s1 + q0r3s5 + q1r0s1 + q1r1s5+

q1r2s2 + q1r3s6 + q2r0s2 + q2r1s6 + 3q2r2s3 + 3q2r3s7] . (3.128)

Inserting standard choices for the coefficients then leads to the couplings λIJK in the

superpotential (3.118). In particular, we see that these couplings are just numbers,

that is, they are independent of complex structure.

For a simpler and physically more meaningful result, we should consider the down-

stairs theory. This means we have to extract, from the above polynomials Q̃, R̃ and

S̃, the Z2 ×Z2 equivariant parts. Remembering that the differentials µi carry charge

(1, 1) under Z2 × Z2, while the σi are invariant, this leads to

H̄ : Q̃H̄ = y0y1 , (3.129)

Q5 : R̃Q5 = y0x1 + y1x0 , (3.130)

u5 : R̃u5 = y0x1 − y1x0 , (3.131)

Qα
2 : S̃Q2 = −x0y20 + x1y

3
1 , −x0y0y21 + x1y1y

2
0 , (3.132)

uα2 : S̃u2 = x0y
3
0 + x1y

3
1 , x0y0y

2
1 + x1y1y

2
0 . (3.133)

85



To carry out the algebraic calculation, we first note that

λ(Q,R, S) =
iπ3

24
µ(Q,R, S) , (3.134)

where the additional factor of 1/4 relative to Eq. (3.75) accounts for the fact that we

are integrating over the upstairs manifold X , while the actual calculation should be

carried out on the quotient X/Γ. We find

µ(H̄, u5, Q
α
2 ) = (∂y0∂y1) (∂y0∂x1 − ∂y1∂x0)

(
−x0y30 + x1y

3
1

−x0y0y21 + x1y1y
2
0

)
=

(
0

4

)
(3.135)

and

µ(H̄, uα2 , Q5) = (∂y0∂y1) (∂y0∂x1 + ∂y1∂x0)

(
x0y

3
0 + x1y

3
1

x0y0y
2
1 + x1y1y

2
0

)
=

(
0

4

)
. (3.136)

Combining these results leads to the up Yukawa matrix

λ(u) =
iπ3

6




0 0 0

0 0 1

0 1 0


 . (3.137)

We have, therefore, shown that the up Yukawa matrix has indeed rank 2, as suggested

by the general structure (3.122). In addition, we see that these Yukawa couplings

are independent of complex structure. This happens because the cohomologies of

the above line bundles Ki have a simple representation in terms of ambient space

cohomologies, without any kernel or co-kernel operations required.

It is interesting to point out that the Yukawa matrix obtained in Eq. (3.137)

does not match its counterpart from particle physics very accurately (for example,

in Eq. (3.137), the charm- and top-quarks seem to have the same mass.) This is

not necessarily an indication that the model has failed as, first of all, the fields are

not normalised, and also non-perturbative effects were not yet taken into account.

Such effects are generated by instantonic strings wrapped around curves and they are

proportional to exp(−niT i), where T i are Kähler moduli and ni are positive integers

parametrising the curve. The very small but non-zero mass of the up-quark could

be obtained from such non-perturbative effects. Similarly, these effects could explain

the great disparity between the masses of the charm-quark and top-quark.
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3.4.3 Singlet-Higgs-lepton coupling

To calculate the singlet Yukawa coupling, we start with the upstairs theory as before

and focus on the second term in the superpotential (3.118). The relevant line bundles

and forms are

12 12,4 −→ K1 = L2 ⊗ L∗
4 , ω̂1 = κ−4

1 κ−6
2 Q(−4,−6,1,1)dz̄1 ∧ dz̄2 ,

8 54,5 −→ K2 = L4 ⊗ L5 , ω̂2 = κ−3
3 κ−5

4 R(0,0,−3,−5)dz̄3 ∧ dz̄4 ,
4 5H2,5 −→ K3 = L∗

2 ⊗ L∗
5 , ν̂3 = κ−2

3 S(0,2,−2,0)dz̄3 .

(3.138)

There are two additional complications, compared to the previous calculation, evident

from this list of forms. First of all, the singlet space is defined as the kernel

Ker
(
H2(A,N ∗ ⊗K1)

p→ H2(A,K1)
)

(3.139)

of a map between a 60 and a 48-dimensional space. These dimensions are quite large,

but we will improve on this shortly by taking the Z2 × Z2 quotient. At any rate, we

should impose the constraint p̃Q̃ = 0 on the polynomials Q in order to work out this

kernel, and this will lead to complex structure dependence.

Secondly, two line bundles, K1 and K2, are of type 2, which means that we will

have to work with the more general Eq. (3.77) for the Yukawa couplings. Given the

differentials dz̄i which appear in (3.138), only the term proportional to ω̂1∧ ν̂2∧ ν̂3 can
contribute to the integral (3.77). This means we need to determine the (0, 1)-forms

ν̂2 satisfying

∂̄ν̂2 = pω̂2 . (3.140)

To do this, we write down the two relevant polynomials

R(0,0,−3,−5) = r0 + r1z̄3 , p = p0 + p1z3 + p2z
2
3 , (3.141)

with the z3-dependence made explicit and apply the result (3.53), which reads

R = −1

2
(p1r0+ p2r1)+ p0r0z̄3+

1

2
p0r1z̄

2
3 −

1

2
p2r0z3−p2r1|z3|2+

1

2
(p0r0+ p1r1)z̄3|z3|2 .

(3.142)

Then, the desired (0, 1)-form ν̂2 can be written as

ν̂2 = κ−2
3 κ−5

4 Rdz̄4 . (3.143)

Using these results for the forms in the basic formula (3.77) for the Yukawa couplings,

we find

λ(ν1, ν2, ν3) = − 1

2πi

∫

C4

QRS
κ41κ

6
2κ

4
3κ

5
4

d4z d4z̄ . (3.144)
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To simplify the calculation, we descend to the downstairs theory and divide by the

Z2 × Z2 with generators (3.67). The polynomials Q, R and S then simplify to

Q = a14
(
z3z̄1z̄

2
2 + z4z̄1z̄

2
2

)
+ a5

(
z̄21 z̄

2
2 + z3z4z̄

2
2

)
+ a4

(
z3z4z̄

2
1 z̄

2
2 + z̄22

)
+

a7
(
z3z̄

3
2 + z4z̄

2
1 z̄2
)
+ a6

(
z4z̄

3
2 + z3z̄

2
1 z̄2
)
+ a13

(
z̄1z̄

3
2 + z3z4z̄1z̄2

)
+

a12
(
z3z4z̄1z̄

3
2 + z̄1z̄2

)
+ a2

(
z3z̄

2
1 z̄

3
2 + z4z̄2

)
+ a3

(
z4z̄

2
1 z̄

3
2 + z3z̄2

)
+

a8
(
z̄42 + z3z4z̄

2
1

)
+ a9

(
z3z4z̄

4
2 + z̄21

)
+ a10

(
z3z̄1z̄

4
2 + z4z̄1

)
+

a11
(
z4z̄1z̄

4
2 + z3z̄1

)
+ a1

(
z̄21 z̄

4
2 + z3z4

)
+ a0

(
z3z4z̄

2
1 z̄

4
2 + 1

)
, (3.145)

R = b1
(
z̄24 − z̄3z̄4

)
+ b0

(
1− z̄3z̄

3
4

)
, (3.146)

S = z2 . (3.147)

We still have to impose the condition p̃Q̃ = 0, which reduces the 15 parameters

a = (aI) down to a generic number of three, corresponding to the three singlets 12,4.

The two coefficients b = (b0, b1) parametrize the leptons L4,5, while S = z2 represents

the Higgs H2,5. From Eq. (3.142) and using the five-parameters Z4 × Z4-invariant

family of tetra-quadrics (3.110), in order to make the calculation manageable, we can

explicitly work out the polynomial R. Then, inserting into Eq. (3.144), gives

λ(a,b) =
iπ3

6480

(
2a14b1c1 + 9a12b0c2 + 9a13b0c2 − 8a4b1c2 − 8a5b1c2 + 3a12b1c2 +

3a13b1c2 − 36a7b0c3 − 12a2b1c3 − 12a14b0c4 + 6a2b1c4 + 6a3b1c4 −
6a6b1c4 − 6a7b1c4 + 4a14b1c4 − 36a6b0c5 − 12a3b1c5 − 36a2b0c6 −
36a3b0c6 − 12a6b1c6 − 12a7b1c6

)
. (3.148)

We still have to impose the kernel condition on the vector a, and as before, we use the

five-parameter family of tetra-quadrics (3.110). This condition can then be written

as Ma = 0, where

M = (3.149)


24c6 0 0 0 4c3 4c6 0 0 0 24c5 0 0 3c4 0 0

24c5 0 6c2 0 4c6 4c3 0 6c2 0 24c6 0 0 −3c4 0 0

24c4 24c6 0 6c2 4c6−4c4 4c3+4c4 6c2 0 24c5 −24c4 12c2 0 3c1 3c4 2c2

0 24c5 0 0 4c3 4c6 0 0 24c6 0 12c2 0 0 −3c4 2c2

24c3 0 0 0 4c6 4c5 0 0 0 24c6 0 12c2 −3c4 0 2c2

24c6 24c4 6c2 0 4c4+4c5 4c6−4c4 0 6c2 −24c4 24c3 0 12c2 3c4 3c1 2c2

0 24c3 0 6c2 4c5 4c6 6c2 0 24c6 0 0 0 0 −3c4 0

0 24c6 0 0 4c6 4c5 0 0 24c3 0 0 0 0 3c4 0

0 0 12c6 12c6 8c2 8c2 12c3 12c5 0 0 0 0 0 0 4c4

0 0 12c5 12c3 0 0 12c6 12c6 0 0 0 0 0 0 −4c4

0 0 12c6 12c6 0 0 12c5 12c3 0 0 0 0 6c2 6c2 4c4

0 0 12c3+12c4 12c4+12c5 8c2 8c2 12c6−12c4 12c6−12c4 0 0 0 0 6c2 6c2 4c1−4c4
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This matrix has generic rank 12 and, hence, a three-dimensional kernel, spanned by

vector vI . We can write

a =
∑

I

αIvI , (3.150)

with the three coefficients αI describing the three singlets SI . Unfortunately, even

for our 5-parameter family (3.110) of tetra-quadrics, the vI contain very complicated

functions of the complex structure moduli, which make an analytic calculation im-

practical. Instead, we choose random numerical values for the complex structure

moduli c1, . . . , c6, calculate a basis of Ker(M) for this choice and then work out the

Yukawa matrix by inserting into Eqs. (3.150) and (3.148). In this way, we obtain

an explicit numerical 3 × 2 Yukawa matrix ρ, valid at this specific point in complex

structure moduli space. This calculation leads to a Yukawa matrix ρ with rank two,

and this should be considered the generic result in complex structure moduli space.

An analytic calculation can be carried out by restricting to the 4-parameter sub-

family with c2 = 0. In this case, the kernel basis vectors are

v1 = (0, 0,−c1 (c23 + c5c3 − 2c26)− c4 (−c23 + (3c4 − 2c6) c3 + c5 (c5 + 2c6) + c4 (c5 + 4c6)) ,

c4c
2
3 + (c24 + 2c6c4 + c1c5) c3 − c4c5 (c5 + 2c6) + c24 (3c5 + 4c6) + c1 (c

2
5 − 2c26) , 0, 0,

− (c3 − c5) (c
2
4 + c3c4 + (c5 + 2c6) c4 − c1c6) ,− (c3 − c5) (c

2
4 + c3c4 + (c5 + 2c6) c4 − c1c6) ,

0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6))
T ,

v2 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6) , 0, 0, 0)
T ,

v3 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 3 (c3 − c5) (c3 + c4 + c5 − 2c6) (c3 + c5 + 2c6) , 0, 0, 0, 0)
T .

(3.151)

Inserting these vectors into Eq. (3.150) and then into the general form (3.148) of the

Yukawa couplings leads to

λ(α,b) =
iπ3

360
α1b1 (c3 − c5)

(
4c24 + c1 (c3 + c5 − 2c6)

)
(c3 + c5 + 2c6) . (3.152)

For the Yukawa matrix ρ in the superpotential (3.121), this means

ρ =
iπ3

360




0 (c3 − c5) (4c
2
4 + c1 (c3 + c5 − 2c6)) (c3 + c5 + 2c6)

0 0

0 0


 . (3.153)

The matrix has rank one, which is reduced from the generic value two that we have

found for the five-dimensional family (3.110). Hence, we have found another example

of a Yukawa coupling with rank varying as a function of complex structure. In

addition, our results show that, for generic complex structure, the Higgs pair receives

a mass whenever 〈12,4〉 6= 0, in agreement with the results in Ref. [40].
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For special sub-loci of our four-parameter family of tetra-quadrics, characterised

by the vanishing of one of the factors in Eq. (3.153), the Yukawa matrix vanishes

entirely. However, as before, we have to be careful, since the kernel of the matrix M

might also change in these case. Let us begin by imposing c3 = c5, in addition to

c2 = 0, on the family of polynomials (3.110). In this case, the dimension of Ker(M)

turns out to be six and a basis is given by

v1 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0)T, v2 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0)T,

v3 = (0, 1, 0, 0,−6, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0)T, v4 = (1, 0, 0, 0, 0,−6, 0, 0, 1, 0, 0, 0, 0, 0, 0)T,

v5 = (0, 0, 0, 0, 0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0)T, v6 = (0, 0,−1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)T.

(3.154)

Using these six vectors in Eqs. (3.150) and (3.148) leads to a 6 × 2 Yukawa matrix

which vanishes entirely. Similar results are obtained for other sub-loci of interest. If

4c24+ c1(c3+ c5−2c6) = 0, in addition to c2 = 0, the dimension of the kernel becomes

four and the 4 × 2 Yukawa matrix vanishes entirely. The same statements hold for

c3 + c5 +2c6 = 0. This shows that there are specific loci in complex structure moduli

space where the Higgs pair remains massless, even in the presence of generic bundle

moduli VEVs.

3.5 Final remarks

In this chapter, we have developed methods to calculate holomorphic Yukawa cou-

plings for heterotic line bundle models, focusing on Calabi-Yau manifolds defined as

hypersurfaces in products of projective spaces and the tetra-quadric in P1×P1×P1×P1

in particular. While our approach is based on differential geometry, we also make con-

tact with the algebraic methods in Refs. [29, 35].

We provide explicit rules for writing down the relevant bundle-valued harmonic

forms which enter the Yukawa couplings. These forms can be identified with polyno-

mials of certain multi-degrees which are the key players in the algebraic calculation.

It turns out that these forms can be of different topological types, which we have

referred to as type 1 and type 2 (as well as mixed type). If all three forms involved

in a Yukawa coupling are of type 1, it turns out that the Yukawa coupling vanishes.

This vanishing is topological in nature and is not, apparently, due to a symmetry in

the low-energy theory. Our most explicit results, see for example Eq. (3.69), are for

Yukawa couplings which involve two forms of type 1 and one form of type 2. We also

show how to compute Yukawa couplings which involve more than one form of type 2,

by explicitly working out co-boundary maps.
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The various cases are illustrated with explicit toy examples on the tetra-quadric.

In Section 3.3.2, we have provided an example, based on the gauge group SO(10),

of a 10 16 16 Yukawa coupling with topological vanishing, due to all three relevant

forms being of type 1. An example of a complex structure independent 273 Yukawa

coupling for gauge group E6 and a standard pattern of two forms of type 1 and one

form of type 2 has been provided in Section 3.3.3. Finally, Section 3.3.4 contains

an example with gauge group SU(5) which leads to a complex structure dependent

d-quark Yukawa coupling.

In Section 3.4 we have computed all Yukawa couplings allowed by the gauge sym-

metry for a line bundle standard model on the tetra-quadric. The up-quark Yukawa

matrix turns out to be complex structure independent and of rank two, while the sin-

glet coupling to LH is complex structure dependent. The latter involves two forms of

type 2 and requires an explicit calculation of a co-boundary map as well as a kernel

of a map in cohomology.

For two of our examples, we have explicitly calculated the complex structure

dependence of the Yukawa matrix, only for a sub-locus in complex structure moduli

space. To our knowledge, this is the first such calculation for heterotic Calabi-Yau

models with non-standard embedding. The detailed complex structure dependence of

these Yukawa matrices is not necessarily physical since the matter field Kähler metric

will also typically depend on complex structure. However, the rank of the Yukawa

matrices is not affected by the field normalisation and has to be considered a physical

quantity. We have shown that this rank can vary in complex structure moduli space.

Our calculations were applied only to one quasi-realistic tetraquadric model in

the database [25]. An interesting direction for future research would be to calculate

the holomorphic Yukawa couplings for all the other MSSM models, in order to see

how the results vary from model to model. Extending our calculation methods to all

the known models on the tetraquadric would be useful to see a distribution of the

Yukawa couplings among the models.

The results of this chapter are limited to a relatively narrow class of Calabi-Yau

manifolds and bundles with Abelian structure group. However, the methods we have

developed point to and facilitate a number of generalisations. We expect that suitable

generalisations of our approach can be used to calculate Yukawa couplings for more

general classes of Calabi-Yau manifolds, notably higher co-dimension CICYs (as will

be seen in Chapter 4) and hypersurfaces in toric varieties. Non-Abelian bundles

are frequently constructed from line bundles, for example via monad or extension
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sequences. The results for line bundles obtained in this chapter could be useful to

calculate Yukawa couplings for such non-Abelian bundles.

The most pressing problem remains the calculation of the matter field Kähler

metric which is essential in order to determine the physical Yukawa couplings. While

we have not addressed this problem yet, it is clear that it requires an approach based

on differential geometry. Our hope is that the methods developed in this chapter will

eventually lead to a framework for such a calculation.
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4
Holomorphic Yukawa Couplings for

Co-dimension k ≥ 2 Complete Intersection

Calabi-Yau Manifolds

In Chapter 3, we have presented a new approach to calculating the holomorphic

Yukawa couplings, based entirely on methods of differential geometry. This approach

was developed in the context of the simplest class of Calabi-Yau manifolds – hyper-

surfaces in products of projective spaces and the tetraquadric manifold in a product

of four P
1’s in particular – and for bundles with Abelian structure groups. In its

original form, as presented in Chapter 3, this method is only applicable to a handful

of Calabi-Yau manifolds. The purpose of this chapter is to present a significant gen-

eralisation to all complete intersection Calabi-Yau manifolds. Hence, we will show

that our approach is not restricted to specific manifolds but can in fact be applied

to large classes, in this case to the almost 8000 CICY manifolds classified in Refs.

[10, 11], as well as to their quotients [88]. We would also like to relate our method

to the earlier algebraic ones [29, 35] and demonstrate that the two approaches are

equivalent. Although, in the present chapter, we will only discuss the holomorphic

Yukawa couplings, we hope that the insight gained in this context will ultimately also

be of use for the calculation of the matter field Kähler potential and the physical

Yukawa couplings.

As in the co-dimension one case, we start from the general expression of holomor-
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phic Yukawa couplings for a line bundle model on a Calabi-Yau manifold X

λ(ν1, ν2, ν3) =

∫

X

Ω ∧ ν1 ∧ ν2 ∧ ν3 . (4.1)

Here, Ω is the holomorphic (3, 0)–form on X and νi ∈ H1(X,Ki) are closed (0, 1)-

forms, taking values in certain line bundles Ki on X , which represent the three types

of matter multiplets involved in the corresponding superpotential term. Consistency

of Eq. (4.1) requires that K1 ⊗ K2 ⊗ K3 = OX , where OX is the trivial bundle

on X . The ambient space on which the CICY is defined is generally expressed as

A = Pn1 × ...× Pnm , as explained in Section 2.5.4. Provided that the line bundles Ki

are obtained as restrictions of ambient space line bundles Ki → A to X , we will show

that the (0, 1)-forms νi can be obtained from certain forms on the ambient space A
and that the integral (4.1) can be evaluated explicitly by converting it to an integral

over the ambient space.

More precisely, we find that a closed (0, 1)-form νi is, in general, related to an

entire chain of ambient space (0, a)-forms, ν̂i,a, where a = 1, ..., k + 1 and k is the

co-dimension of X in A. The integral (4.1) can then be re-written as an integral over

A which, in general, involves all forms ν̂i,a. For a given νi, the associated chain may

terminate early, in the sense that, for a certain τi, we have ν̂i,τi 6= 0 and ν̂i,a = 0 for

all a > τi. In this case we say that νi is of type τi. One of our most important results

is the vanishing theorem

τ1 + τ2 + τ3 < dim(A) ⇒ λ(ν1, ν2, ν3) = 0 . (4.2)

Particularly for high co-dimension and corresponding large ambient space dimension

dim(A), this statement implies the vanishing of many Yukawa couplings, since cases

with large types τi are relatively rare. The vanishing due to this theorem can not

be explained by an obvious symmetry of the effective four-dimensional theory and is

topological in nature.

The outline of the chapter is as follows. In Section 4.1, we generalise to co-

dimension two CICYs and in Section 4.2, we deal with the general case of arbitrary

co-dimension. In Section 4.3, our method is illustrated with several explicit examples

and we conclude in Section 4.4. A number of technical issues have been moved

to the appendices. Of particular importance is Appendix C, which explains the

multiplication of harmonic forms on Pn, the key ingredient required to relate our

approach to the earlier algebraic methods [29, 35] for calculating holomorphic Yukawa

couplings.
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4.1 Yukawa couplings for co-dimension two CICYs

We start by discussing the case of co-dimension two manifolds. This consists of

two main steps: first, showing how (0, 1)-forms on the CICY can be obtained from

ambient space forms and secondly, expressing the Yukawa couplings as integrals over

the ambient space.

4.1.1 Lifting forms to the ambient space

As before, the ambient space A is given by a product of projective spaces

A = P
n1 × P

n2 × ...× P
nm , (4.3)

but now we require that n1+ ...+nm = 5. The Calabi-Yau manifold X is given by the

common zero locus of two polynomials p = (p1, p2) with multi-degrees q1 = (q11, ..., q
m
1 )

and q2 = (q12, ..., q
m
2 ), respectively. The Calabi-Yau condition, c1(TX) = 0, translates

into

qr1 + qr2 = nr + 1, (4.4)

for all r = 1, ..., m. We can also view p as a global, holomorphic section of the normal

bundle of X ,

N = OA(q1)⊕OA(q2) , (4.5)

which is now a rank-2 vector bundle in A. Naturally, the wedge product Λ2N =

OA(q1 + q2) is a line bundle.

As in the previous chapter, we would like to understand the relation between

closed line-bundle valued (0, 1)-forms on X and certain forms on the ambient space

A. We start with a line bundle K → X , its ambient space counterpart K → A such

that K = K|X and a closed K-valued (0, 1)-form ν ∈ H1(X,K), which represents any

of the three forms νi entering the integral (4.1) for the holomorphic Yukawa couplings.

The relation between K and K is still described by the Koszul sequence which, due

to X being defined at co-dimension two, is no longer short-exact but given by the

four-term sequence

0 −→ Λ2N ∗ ⊗K q−→ N ∗ ⊗K p−→ K r−→ K −→ 0 . (4.6)

As before, the map p = (p1, p2) acts by multiplication and r is the restriction map.

The map q is fixed by exactness of the sequence, that is p ◦ q = 0, and by matching
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polynomial degrees. As a result, it is given, up to an overall, irrelevant constant, by

q =

(
−p2
p1

)
. (4.7)

In practice, the four-term sequence (4.6) is best dealt with by splitting it up into the

two short exact sequences

0 −→ Λ2N ∗ ⊗K q−→ N ∗ ⊗K g1−→ C −→ 0 ,

0 −→ C g2−→ K r−→ K −→ 0
(4.8)

where C is a suitable co-kernel and g1, g2 are maps satisfying g2 ◦ g1 = p. These

quantities are determined by exactness of the above two sequences but will, fortu-

nately, not be required explicitly. The relevant parts of the two long exact sequences

associated to the short exact sequences (4.8) read

· · · −→ H1(A, C) g2−→ H1(A,K)
r−→ H1(X,K)

δ1−→ H2(A, C) g2−→ H2(A,K) −→ . . . , (4.9)

and

· · · −→ H1(A,Λ2N ∗ ⊗K)
q−→ H1(A,N ∗ ⊗K)

g1−→ H1(A, C)
δ2−→ H2(A,Λ2N ∗ ⊗K)

q−→ H2(A,N ∗ ⊗K)
g1−→ H2(A, C)

δ3−→ H3(A,Λ2N ∗ ⊗K)
q−→ H3(A,N ∗ ⊗K) −→ . . . . (4.10)

Our goal is to obtain an expression for H1(X,K) in terms of ambient space coho-

mologies and from (4.9) we find that

H1(X,K) = r
(
Coker

(
H1(A, C) g2→ H1(A,K)

))

⊕ δ−1
1

(
Ker
(
H2(A, C) g2→ H2(A,K)

))
. (4.11)

This expression is analogous to Eq. (3.27) obtained in the co-dimension one case, but

here we still have to work out H1(A, C) and H2(A, C), which are obtained from the

sequence (4.10)

H1(A, C) = g1

(
Coker

(
H1(A,Λ2N ∗ ⊗K)

q→ H1(A,N ∗ ⊗K)
))

⊕ δ−1
2

(
Ker
(
H2(A,Λ2N ∗ ⊗K)

q→ H2(A,N ∗ ⊗K)
))

, (4.12)

H2(A, C) = g1

(
Coker

(
H2(A,Λ2N ∗ ⊗K)

q→ H2(A,N ∗ ⊗K)
))

⊕ δ−1
3

(
Ker
(
H3(A,Λ2N ∗ ⊗K)

q→ H3(A,N ∗ ⊗K)
))

. (4.13)
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Substituting Eqs. (4.12) and (4.13) into Eq. (4.11) gives the desired formula for

H1(X,K) in terms of ambient space cohomology. Despite its apparent complexity,

we will see that it is possible to get to a simple generalisation of the structure derived

in the co-dimension one case.

We begin by observing that H1(X,K) receives contributions from three ambient

space cohomologies, namely fromH1(A,K),H2(A,N ∗⊗K) andH3(A,Λ2N ∗⊗K) (or,

more accurately, from kernels or quotients within these cohomologies). This means

that a given closed (0, 1)-form ν ∈ H1(X,K) descends, in general, from three ambient

space forms, a (0, 1)-form ν̂, a (0, 2)-form ω̂ and a (0, 3)-form ρ̂. However, a specific

ν ∈ H1(X,K) might not receive all three contributions. We call a ν ∈ H1(X,K)

“type 1” if the associated ω̂ and ρ̂ vanish and, hence, if it is determined by the (0, 1)-

form ν̂ only. Likewise, ν ∈ H1(X,K) is called “type 2” if the associated ρ̂ vanishes

and it is determined by the (0, 2)-form ω̂. If ν ∈ H1(X,K) is determined by ρ̂, it is

called “type 3”. In general, a ν ∈ H1(X,K) is a linear combination of these three

types, but the discussion is much simplified if we focus on each type separately. In

fact, it is always possible to choose a basis of H1(X,K), such that every basis element

has a definite type. Let us now be more precise and discuss each of these three types

in turn.

Type 1: We will refer to ν ∈ H1(X,K) as “type 1” if it descends from H1(A,K),

that is, if there is a (0, 1)-form ν̂ ∈ H1(A,K) on the ambient space with

ν = ν̂|X , ν ∈ H1(X,K) ,

∂̄ν̂ = 0 , ν̂ ∈ H1(A,K).
(4.14)

Type 2: We will refer to ν ∈ H1(X,K) as “type 2” if it descends from a closed

(0, 2)-form ω̂ ∈ H2(A,N ∗ ⊗ K). To understand the relation between ν and ω̂, we

need to chase through Eqs. (4.11) and (4.13). Starting with Eq. (4.11) and setting

γ̂ = δ1(ν) ∈ H2(A, C), we know from the definition of the co-boundary map δ1 (see

Appendix B for a review) that there is a (0, 1)-form ν̂ ∈ Ω1(A,K), such that

∂ν̂ = g2γ̂ , ν = ν̂|X . (4.15)

Further, from Eq. (4.13), there is a ω̂ ∈ H2(A,N ∗ ⊗K) with

γ̂ = g1ω̂ . (4.16)

Combining these last two equations, together with g2 ◦ g1 = p then leads to

∂ν̂ = (g2 ◦ g1)ω̂ = pω̂ . (4.17)
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To summarise this discussion, we can write down the following chain of equations

ν = ν̂|X , ν ∈ H1(X,K) ,

∂̄ν̂ = pω̂ , ν̂ ∈ Ω1(A,K),

∂̄ω̂ = 0 , ω̂ ∈ H2(A,N ∗ ⊗K) ,

(4.18)

which describes the relation between ν and the (0, 2)-form ω̂ from which it descends.

Type 3: We will refer to ν as “type 3” if it descends from a closed (0, 3)-form

ρ̂ ∈ H3(A,Λ2N ∗ ⊗K) and we need to understand the relation between ν and ρ̂. As

in the case of type 2, we start with Eq. (4.11) and define γ̂ = δ1(ν) ∈ H2(A, C) and
a (0, 1)-form ν̂ ∈ Ω1(A,K), such that

∂ν̂ = g2γ̂ , ν = ν̂|X . (4.19)

From surjectivity of g1 in the first sequence (4.8), we can write γ̂ = g1ω̂ for an

ω̂ ∈ Ω2(A,N ∗ ⊗K) and combining this with the previous equation leads to

∂ν̂ = pω̂ , (4.20)

as in the type 2 case. However, unlike for the type 2 case, ω̂ is no longer closed and

we need to carry out one more step. To this end, we consider Eq. (4.13) and define

the closed (0, 3)-form ρ̂ = δ3(γ̂) ∈ H3(A,Λ2N ∗ ⊗ K). Writing out the co-boundary

map δ3 (see Appendix B) now leads to

∂̄ω̂ = qρ̂ , ∂̄ρ̂ = 0 . (4.21)

Altogether, this gives the following chain of equations

ν = ν̂|X , ν ∈ H1(X,K) ,

∂̄ν̂ = pω̂ , ν̂ ∈ Ω1(A,K) ,

∂̄ω̂ = qρ̂ , ω̂ ∈ Ω2(A,N ∗ ⊗K) ,

∂̄ρ̂ = 0 , ρ̂ ∈ H3(A,Λ2N ∗ ⊗K) ,

(4.22)

which describes the relation between ν and the (0, 3)-form ρ̂ from which it descends.

In fact, the system of equations (4.22) describes the general relationship between

ν and the three ambient space forms ν̂, ω̂ and ρ̂. For a given ν, solving the equations

(4.22) gives the associated ambient space forms which, in general, are all non-zero.

The three types discussed above arise from Eq. (4.22) as special cases. If ω̂ = ρ̂ = 0

for a given ν, then ν̂ is closed and ν is of type 1. If ω̂ 6= 0 but ρ̂ = 0 (and ν̂ does not

have a closed part which would correspond to a type 1 component) then ω̂ is closed
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and ν is of type 2. Finally, if ρ̂ 6= 0 (and ν̂, ω̂ do not have closed parts which would

correspond to type 1 and type 2 components, respectively) then ν is of type 3.

Let us point out that, in general, the set of all forms ν̂, ω̂, ρ̂ is not always identified

with the entire spaces in the second column of (4.22) but, rather, with kernels and

co-kernels of the maps p and q within those spaces. In each particular case, these

kernels and co-kernels can be found from Eqs. (4.11), (4.12) and (4.13).

Our goal now is to express the Yukawa couplings (4.1) in terms of the ambient

space forms ν̂, ω̂, ρ̂. If ν is of a specific type, the highest non-vanishing form which

appears in the Eqs. (4.22) represents an ambient space cohomology and can be written

down explicitly, following the rules explained in Appendix C. The lower-degree forms

then have to be obtained by solving the Eqs. (4.22). In this way, all relevant ambient

space forms can be calculated explicitly.

4.1.2 A derivation of Yukawa couplings

We will now derive the formula for the Yukawa couplings (4.1) in terms of ambient

space forms. For each (0, 1)-form νi ∈ H1(X,Ki) involved, we have an associated

chain of ambient space forms ν̂i, ω̂i and ρ̂i, in line with the Eqs. (4.22). The forms ω̂i

take values in the rank-2 line bundle sum N ∗ ⊗Ki = OA(−q1)⊗Ki⊕OA(−q2)⊗Ki

and we denote the two corresponding components by ω̂ai , where a = 1, 2. Starting

with Eq. (4.1), we insert two delta-function currents

λ(ν1, ν2, ν3) =
1

(2πi)2

∫

A

Ω̂ ∧ ν̂1 ∧ ν̂2 ∧ ν̂3 ∧ dp1 ∧ ∂̄
( 1

p1

)
∧ dp2 ∧ ∂̄

( 1

p2

)
, (4.23)

which converts the integral to one over the ambient space. Using the standard formula

(see [6, 7, 10, 29])

Ω̂ ∧ dp1 ∧ dp2 = µ , (4.24)

where µ has been defined in Eq. (3.21), we obtain

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ ∧ ν̂1 ∧ ν̂2 ∧ ν̂3 ∧ ∂̄
( 1

p1

)
∧ ∂̄
( 1

p2

)
. (4.25)

Now we have to integrate by parts twice, ignoring the boundary integrals, which do

not contribute (see Appendix D). After the first integration, we obtain

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ

p1
∧
[
∂̄ν̂1∧ν̂2∧ν̂3−ν̂1∧∂̄ν̂2∧ν̂3+ν̂1∧ν̂2∧∂̄ν̂3

]
∧∂̄
( 1

p2

)
. (4.26)

The derivatives of ν̂i can be evaluated using (4.22). This leads to

∂̄ν̂1 ∧ ν̂2 ∧ ν̂3 − ν̂1 ∧ ∂̄ν̂2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ∂̄ν̂3 := pβ̂ = p1β̂
1 + p2β̂

2 , (4.27)
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where β̂ is a vector with components given by

β̂1 = ω̂1
1 ∧ ν̂2 ∧ ν̂3 − ν̂1 ∧ ω̂1

2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ω̂1
3 ,

β̂2 = ω̂2
1 ∧ ν̂2 ∧ ν̂3 − ν̂1 ∧ ω̂2

2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ω̂2
3 .

(4.28)

Substituting these expressions back into the integral (4.26), we note that the term

p2β̂
2 does not contribute, since p2∂̄

(
1
p2

)
∼ p2δ

2(p2)dp̄2 = 0 and that we are, hence,

left with

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ ∧ β̂1 ∧ ∂̄
( 1

p2

)
= − 1

(2π)2

∫

A

µ

p2
∧ ∂̄β̂1 . (4.29)

Using Eqs. (4.22), we obtain that ∂̄β̂1 = −p2η̂, where η̂ is given by

η̂ = ρ̂1 ∧ ν̂2 ∧ ν̂3 + ν̂1 ∧ ρ̂2 ∧ ν̂3 + ν̂1 ∧ ν̂2 ∧ ρ̂3
+ ν̂1 ∧ ω̂2

2 ∧ ω̂1
3 − ν̂1 ∧ ω̂1

2 ∧ ω̂2
3

+ ω̂1
1 ∧ ν̂2 ∧ ω̂2

3 − ω̂2
1 ∧ ν̂2 ∧ ω̂1

3

+ ω̂2
1 ∧ ω̂1

2 ∧ ν̂3 − ω̂1
1 ∧ ω̂2

2 ∧ ν̂3 .

(4.30)

Hence, the final expression for the Yukawa coupling is

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ ∧ η̂ , (4.31)

with η̂ given in (4.30). Eq. (4.31) together with Eq. (4.30) is our main general result

for the co-dimension two case. As we will see in Section 4.3, this result, together with

the expressions for ambient space harmonic forms in Appendix C and Eq. (4.22),

allows for an explicit calculation of the holomorphic Yukawa couplings.

It is worth discussing a number of special cases. If all three forms νi are of type

1, then ω̂i = ρ̂i = 0, for i = 1, 2, 3 and as a result η̂ in Eq. (4.30) is zero and, hence,

the Yukawa coupling vanishes. Now suppose two of the forms νi, say ν1 and ν2, are

of type 1, while ν3 is of type 2. In this case we have ω̂i = ρ̂i = 0 for i = 1, 2 and

ρ̂3 = 0, so that η̂ = 0 in Eq. (4.30) and the Yukawa coupling still vanishes. These

observations can be summarised by the following

Theorem: Assume that the forms νi which enter the integral (4.1) for the Yukawa

couplings are of type τi, where i = 1, 2, 3. Then

τ1 + τ2 + τ3 < dim(A) = 5 =⇒ λ(ν1, ν2, ν3) = 0 . (4.32)

For co-dimension one we have observed that the Yukawa coupling vanishes if all three

forms νi are of type 1. The above vanishing theorem generalises this statement to the

case of co-dimension two.
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There are two special cases for which the expression (4.31) simplifies considerably.

Firstly, assume that the types of the (0, 1)-forms νi are given by (τ1, τ2, τ3) = (1, 1, 3).

Then we have from Eqs. (4.31) and (4.30)

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ ∧ ν̂1 ∧ ν̂2 ∧ ρ̂3 , (4.33)

and all three bundle-valued forms in the integrand represent ambient space cohomolo-

gies. The other simple case arises for types (τ1, τ2, τ3) = (1, 2, 2), where Eq. (4.31)

becomes

λ(ν1, ν2, ν3) =
1

(2π)2

∫

A

µ ∧ ν̂1 ∧ ω̂2 ∧ ω̂3 , (4.34)

with an anti-symmetric contraction of the bundle indices for ω̂i understood. Again,

all three forms in the integrand represent ambient space cohomologies.

We will now proceed to arbitrary co-dimension and show that analogous state-

ments can be obtained in the general case.

4.2 Generalisations to higher co-dimensions

4.2.1 Lifting forms to the ambient space

We will now tackle the case of arbitrary co-dimension starting, as before, with the

problem of writing closed line bundle-valued (0, 1)-forms on the Calabi-Yau manifold

in terms of ambient space forms. Our ambient space remains the product of projective

spaces

A = P
n1 × P

n2 × ...× P
nm , (4.35)

where now n1+...+nm = 3+k, and k is the co-dimension. The CICY manifoldX ⊂ A
is defined as the common zero locus of k homogeneous polynomials pa with multi-

degrees qa = (q1a, ..., q
m
a ), where a = 1, ..., k. The Calabi-Yau condition, c1(TX) = 0

now reads

k∑

a=1

qra = nr + 1 , (4.36)

for all r = 1, ..., m. As before, we combine these polynomials into the row vector

p = (p1, ..., pk), which can be viewed as a section of the line bundle sum

N = OA(q1)⊕ ...⊕OA(qk) . (4.37)

101



The relation between a line bundle K → X and its ambient space counterpart K → A
(such that K = K|X ) is again governed by the Koszul sequence

0 −→ ΛkN ∗ ⊗K qk−→ Λk−1N ∗ ⊗K qk−1−→ . . .
q2−→ N ∗ ⊗K q1=p−→ K q0=r−→ K −→ 0 , (4.38)

which now consists of k + 2 terms and contains maps qa satisfying qa ◦ qa+1 = 0 for

all a = 0, ..., k − 1. As previously, q0 = r is the restriction map, q1 = p is the map

acting by multiplication with the polynomial vector p and the higher maps qa for

a > 1 are the obvious tensor maps induced by p. An (a+ 1)–form ν̂ taking values in

ΛaN ∗ ⊗ K has components ν̂b1,...,ba with completely anti-symmetrised upper indices,

and the action of qa on this form can be explicitly written as

(qaν̂)
b1,...,ba−1 = pbν̂

b1...ba−1b . (4.39)

Splitting (4.38) up into k short exact sequences and chasing through the associated

long exact sequences shows that H1(X,K) can now receive contributions from the

k+1 ambient space cohomologies H1(A,K), H2(A,N ∗⊗K), ..., Hk(A,Λk−1N ∗⊗K),

Hk+1(A,ΛkN ∗ ⊗ K). A closed K-valued (0, 1)-form ν ∈ H1(X,K) is, therefore, re-

lated to a chain of k + 1 ambient space (0, a)-forms ν̂a, where a = 1, ..., k + 1. The

precise relationship between ν and ν̂a can be derived by a straightforward general-

isation of the co-dimension two case discussed in the previous section. The result

is
ν = ν̂1|X , ν ∈ H1(X,K) ,

∂̄ν̂1 = q1ν̂2 , ν̂1 ∈ Ω1(A,K) ,

∂̄ν̂2 = q2ν̂3 , ν̂2 ∈ Ω2(A,N ∗ ⊗K) ,

...
...

∂̄ν̂k = qkν̂k+1 , ν̂k ∈ Ωk(A,Λk−1N ∗ ⊗K) ,

∂̄ν̂k+1 = 0 , ν̂k+1 ∈ Hk+1(A,ΛkN ∗ ⊗K) .

(4.40)

Note that, just like in the co-dimension two case, the forms ν̂a should be thought

of as elements of certain kernels and co-kernels of the maps qa within the spaces on

the right-hand side of Eq. (4.40). For a given ν ∈ H1(X,K), the associated chain of

ambient space forms is obtained by solving the above equations and, in general, this

leads to k + 1 non-trivial forms ν̂a. However, as before, it is useful to introduce the

type τ of ν, which can now take the values τ ∈ {1, ..., k + 1}. We say that ν is of

type τ if ν̂τ 6= 0, ν̂a = 0 for all a > τ and all ν̂a for a < τ do not contain any ∂-closed

parts. In this case, ν descends, via the Eqs. (4.40), from the ∂-closed (0, τ)-form ν̂τ ,

which defines an element of Hτ (A,Λτ−1N ∗ ⊗K).
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4.2.2 The structure of Yukawa couplings and a vanishing the-
orem

Each of the three forms νi ∈ H1(X,Ki) involved in the Yukawa coupling has, from

Eq. (4.40) an associated chain of ambient space forms which we denote by ν̂i,a, where

a = 1, ..., k + 1. To derive the general expression for the Yukawa couplings we start

with (4.1), insert k delta-function currents and use the standard formula (see [6, 7,

10, 29])

Ω̂ ∧ dp1 ∧ ... ∧ dpk = µ , (4.41)

where µ has been defined in Eq. (3.21). This leads to

λ(ν1, ν2, ν3) =
(
− 1

2πi

)k ∫

A

Ω̂ ∧ ν̂1,1 ∧ ν̂2,1 ∧ ν̂3,1 ∧ dp1 ∧ ∂̄
( 1

p1

)
∧ ... ∧ dpk ∧ ∂̄

( 1

pk

)

=
C̃k

(2π)kk!
ǫb1...bk

∫

A

µ ∧ ν̂1,1 ∧ ν̂2,1 ∧ ν̂3,1 ∧ ∂̄
( 1

pb1

)
∧ ... ∧ ∂̄

( 1

pbk

)
, (4.42)

where C̃k = (−1)k(k+1)/2 ik. is a phase factor. Integrating the first ∂ operator by parts

(ignoring the boundary terms, whose vanishing can be shown in the same way as in

Appendix D) and using Eqs. (4.39), (4.40), this turns into

λ(ν1, ν2, ν3) =
C̃k

(2π)kk!
ǫb1...bk

∫

A

µ ∧
(
ν̂b11,2 ∧ ν̂2,1 ∧ ν̂3,1 − ν̂1,1 ∧ ν̂b12,2 ∧ ν̂3,1+

+ ν̂1,1 ∧ ν̂2,1 ∧ ν̂b13,2
)
∧ ∂̄
( 1

pb2

)
∧ ... ∧ ∂̄

( 1

pbk

)
. (4.43)

Here, the relation

pb∂
( 1

pb

)
= 0 (4.44)

has led to the insertion of δb1b from Eq. (4.39), so that we remain with a sum over b1, as

indicated above (while the resulting factor pb1 from Eq. (4.39) cancels against 1/pb1).

We can now continue integrating by parts until all factors of the form ∂(1/pb) are

used up. Each of these factors leads to a partial differentiation of all forms ν̂
b1...ba−1

i,a

which appear in the integral, effectively replacing them by the forms ν̂
b1...ba−1b
i,a+1 , which

are found one step lower down in the chain (4.40). Since there are k such partial

integrations to be performed, starting with three (0, 1)-forms, the end result is a sum

which contains all products of three forms whose degree sums up to dim(A) = 3+ k.

This leads to

λ(ν1, ν2, ν3) =
Ck

(2π)k

k+1∑

a1,a2,a3=1
a1+a2+a3=dim(A)

(−1)s(a1,a2,a3)
∫

A

µ ∧ ν̂1,a1 ∧ ν̂2,a2 ∧ ν̂3,a3 , (4.45)
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where s (a1, a2, a3) = (a1 + 1)a2 + a1a3 + a2a3 determines the relative signs of the

terms and Ck = (−1)k(k+1)/2(−1)[(k+1)/2]ik is another phase. In this formula, the

bundle indices have been suppressed so the wedge product should be understood as

including an appropriate tensoring of the bundle directions to form a singlet, via anti-

symmetrisation by ǫb1...bk . The anti-symmetrisation is achieved by summing in every

case as many terms with permuted indices as required for complete anti-symmetry,

each with a factor 1 or −1 and no additional overall normalisation. This means

that, for example, ν̂1,2 ∧ ν̂2,2 ∧ ν̂3,1 = ǫb1b2 ν̂
b1
1,2 ∧ ν̂b22,2 ∧ ν̂3,1, while ν̂1,3 ∧ ν̂2,1 ∧ ν̂3,1 =

1
2
ǫb1b2 ν̂

b1,b2
1,3 ∧ ν̂2,1 ∧ ν̂3,1.

Eq. (4.45) is our main general result for the holomorphic Yukawa couplings. All

the ambient space forms ν̂i,a can be constructed explicitly, starting with Appendix

C in order to write down (harmonic) representatives for ambient space cohomology

for the highest degree non-trivial forms in the chain (4.40) and then solving these

equations to find all associated lower-degree forms. With these forms inserted, the

integral (4.45) can be carried out explicitly, as we will demonstrate for the examples

in Section 4.3.

As before, it is useful to discuss some special cases. First assume, that the (0, 1)-

forms νi are of type τi, so that ν̂i,a = 0 for all a > τi. If the τi sum up to less than

the ambient space dimension dim(A), then all terms in Eq. (4.45) vanish due to the

summation constraint. As a result, the Yukawa coupling vanishes. Let us formulate

this concisely:

Theorem: Assume that the forms νi which enter the integral (4.1) for the Yukawa

couplings are of type τi, where i = 1, 2, 3. Then

τ1 + τ2 + τ3 < dim(A) =⇒ λ(ν1, ν2, ν3) = 0 . (4.46)

This is the general version of the vanishing theorem we have already seen for co-

dimensions one and two in previous sections. As we have discussed, the type τ of

a form ν ∈ H1(X,K) is determined by the cohomology Hτ (A,Λτ−1N ∗ ⊗ K), from

which it descends via successive co-boundary maps. As a rule of thumb, large τ ’s

are relatively rare since they require many non-trivial co-boundary maps and coho-

mologies. Consequently, for a large ambient space dimension dim(A), the condition

in (4.46) is frequently satisfied and many Yukawa couplings vanish. We stress again

that vanishing due to (4.46) appears to be topological in nature, that is, these cou-

plings vanish despite being allowed by the obvious symmetries of the four-dimensional

effective theory.
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Another special case of interest is for types τi satisfying τ1+ τ2 + τ3 = dim(A). In

this case, only one term in (4.45) contributes and the integral simplifies to

λ(ν1, ν2, ν3) ∼
1

(2π)k

∫

A

µ ∧ ν̂1,τ1 ∧ ν̂2,τ2 ∧ ν̂3,τ3 , (4.47)

where we have dropped an overall phase factor. Note that, unlike in the general case

(4.45), all three forms ν̂i,τi in the integrand are closed and represent ambient space

cohomologies in Hτi(A,Λτi−1N ∗ ⊗ K). They can, therefore, be directly constructed

from the rules given in Appendix C, without any need to solve Eqs. (4.40).

4.3 Examples

In this section, we will illustrate our general statements for models on a certain co-

dimension two CICY and show that the relevant ambient space integrals can, in

fact, be carried out explicitly. We begin by introducing the specific CICY and its

properties, then move on to describing line bundles and line bundle-valued forms

before we derive two more specific formulae for the Yukawa couplings for types

(τ1, τ2, τ3) = (1, 1, 3) and (τ1, τ2, τ3) = (1, 2, 2), respectively. These results are then

applied to three examples, each defined by a certain line bundle sum on the relevant

CICY.

4.3.1 A co-dimension two CICY and its properties

Our chosen CICY is a co-dimensional two manifold in the ambient space A = P
1×P

1×
P1×P1×P1, whose homogeneous coordinates we either denote by x = (xαi ), where i =

1, ..., 5 and α = 0, 1 or, more explicitly, by x = ((x0, x1), (y0, y1), (u0, u1), (v0, v1), (w0, w1)).

We also introduce affine coordinates zi = x1i /x
0
i on the coordinate patch of A where

all x0i 6= 0. The CICY is defined as the common zero locus in A of two homogeneous

polynomials p = (p1, p2) with multi-degrees q1 = (0, 1, 1, 1, 1) and q2 = (2, 1, 1, 1, 1),

respectively. This information is often summarised by the configuration matrix

X =




P1 0 2

P1 1 1

P1 1 1

P1 1 1

P
1 1 1




5,45

−80

(4.48)

whose columns are given by q1 and q2. Attached as a superscript are the Hodge

numbers h1,1(X), h2,1(X) and as a subscript the Euler number, η(X). In the standard
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list of Refs. [10, 11], this manifold carries the number 7487.1 The defining polynomials

p = (p1, p2) can also be viewed as a section of the line bundle sum

N = OA(q1)⊕OA(q2) . (4.49)

For later reference, we also define q = q1 + q2 = (2, 2, 2, 2, 2) and note that

Λ2N = OA(q) . (4.50)

In order to reduce the size of the problem, it will frequently be useful to work on

a discrete quotient of the above manifold. In fact, X has a freely-acting symmetry

Γ = Z2 × Z2 whose generators act on the homogeneous coordinates as

γ(g1) = 15 ×
(
1 0

0 −1

)
, γ(g2) = 15 ×

(
0 1

1 0

)
, (4.51)

while the action on the defining polynomials is

ρ(g1) = diag(1,−1) , ρ(g2) = diag(1,−1) . (4.52)

The quotient X̃ = X/Γ is a Calabi-Yau manifold with Euler number η(X̃) = η(X)/|Γ| =
−20 and Hodge numbers h1,1(X̃) = 5, h2,1(X̃) = 15.

4.3.2 Line bundles and line bundle-valued harmonic forms

The CICY defined by (4.48) is favourable, by which we mean that the entire second

cohomology ofX descends from the ambient space. This implies that every line bundle

L → X can be obtained as a restriction L = L|X of an ambient space line bundle

L = OA(l), where l = (l1, ..., l5). In order to compute Yukawa integrals, we need to

understand the cohomology of such ambient space line bundles and write down explicit

differential forms representing these cohomologies. Since we are dealing with products

of P1 factors, results from Chapter 3 can be imported, however a generalisation to

arbitrary Pn factors is found in Appendix C.

As before, the cohomology dimensions for a line bundle L = OA(l) is obtained

by combining Bott’s formula for line bundle cohomology on P1 and the Künneth

formula. Firstly, all cohomologies of L vanish if at least one of the integers li equals

1The reason why CICY 7487 was chosen is the large number of line bundle GUT models that
can be built on this manifold. Twenty-four of those models, which are listed in Ref. [25], were
investigated during the development of this chapter. They all have a SU(5)×S(U(1)5) gauge group
and produce the Standard Model with three families upon dividing by the freely acting symmetry
Γ.
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−1. If all li 6= −1, then there is precisely one non-vanishing cohomology Hq(A,L),
and q equals the number of integers li with li ≤ −2. The dimension of this one

non-vanishing cohomology is given by

hq(A,L) =
∏

i:li≥0

(li + 1)
∏

i:li≤−2

(−li − 1) . (4.53)

The L-valued (0, q)-forms representing Hq(A,L) can be written down as

α(l) = P(l)

∏

i:li≤−2

κl
i

i dzi , (4.54)

where κi = 1 + |zi|2 and P(l) is a polynomial of degree li in zi, if l
i ≥ 0, and of

degree −li − 2 in zi, if l
i ≤ −2. In fact, the above forms are harmonic (relative

to the Fubini-Study metric) and are, hence, in one-to-one correspondence with the

elements of Hq(A,L). In particular, note that the number of arbitrary coefficients in

the polynomial P(l) equals the dimension (4.53) of the cohomology group.

The above differential forms have been written down in affine coordinates zi. A

useful equivalent version in terms of homogeneous coordinates is given by

α(l) = P̃(l)

∏

i:li≤−2

σl
i

i dµi , (4.55)

where P̃(l) is the homogeneous counterpart of P(l) and

σi = |x0i |2 + |x1i |2, µi = ǫαβx
α
i x

β
i . (4.56)

The Yukawa couplings involve wedge products of differential forms and we should,

therefore, understand what happens if we form wedge products of the above forms. To

be specific, let us consider a form α(l) with associated polynomial P̃(l), representing

the cohomology Hp(A,OA(l)) and a form β(m) with associated polynomial Q̃(m),

representing the cohomology Hq(A,OA(m)). It is clear that α(l) ∧ β(m) is ∂–closed

and represents an element of Hp+q(A,OA(l +m)), however, this will, in general not

be the harmonic representative. We can ask how this harmonic representative, which

we denote by γ(l+m) with associated polynomial R̃(l+m), can be obtained from α(l)

and β(m). Fortunately, there is a simple answer which can be expressed in terms of

the associated polynomials P̃(l), Q̃(m) and R̃(l+m). For a product of P1 spaces this

has been derived in Chapter 3. In Appendix C, we explain how harmonic forms on a

single Pn are multiplied. These results can be easily applied to a product of projective

spaces with arbitrary dimensions and lead to

R̃(l+m) = cl,mP̃(l)Q̃(m) , (4.57)
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where cl,m is a numerical coefficient explicitly given by

cl,m =
∏

i:li≤−2

cli,mi

∏

j:mj≤−2

cmj ,lj , cl,m =
(−l −m− 1)!

(−l − 1)!
. (4.58)

The polynomial multiplication on the RHS of Eq. (4.57) is understood with a replace-

ment of coordinates by associated partial derivatives whenever positive degrees meet

negative degrees. More specifically, whenever coordinates xαi in P̃(l) act on coordinates

xαi in Q̃(m), the former should be replaced by ∂/∂xαi .

In the following, we would like to further evaluate the Yukawa couplings for our

example manifold and certain specific types. We will work within our familiar setting,

that is, we have three line bundlesKi = OX(ki) onX underlying the expression for the

Yukawa couplings. These line bundles descend from their ambient space counterparts

Ki = OA(ki) and have to satisfy the condition

K1 ⊗K2 ⊗K3 = OX =⇒ k1 + k2 + k3 = 0 . (4.59)

We would like to calculate the Yukawa couplings for three Ki–valued (0, 1)–forms

νi ∈ H1(X,Ki). From the Eqs. (4.22) each of these comes with a chain of ambient

space forms, namely the (0, 1)-forms ν̂i, the (0, 2)–forms ω̂i and the (0, 3)–forms ρ̂i

which enter the general formula (4.31) for the Yukawa couplings. In the following,

we focus on certain cases where the νi have specific types τi.

4.3.3 Yukawa couplings of type (1, 1, 3)

We now assume that two of the forms νi, say ν1 and ν2 for definiteness, are of type 1,

while ν3 is of type 3. Note that this saturates the bound in Eq. (4.32) and constitutes

one of the two simplest cases for co-dimension two to which the vanishing theorem

does not apply (the other one being discussed in the next sub-section). In this case,

the Yukawa couplings are given by Eq. (4.33), which only involves the ambient space

forms ν̂1 ∈ H1(A,K1), ν̂2 ∈ H1(A,K2) and ρ̂3 ∈ H3(A,Λ2N ∗ ⊗K3) .

Following the rules for cohomology explained in the last sub-section, in order

for H1(A,K1) and H
1(A,K2) to be non-trivial, we require that k1 and k2 each have

precisely one entry less than or equal to −2 and all other entries positive. Further, for

H3(A,Λ2N ∗ ⊗K3) = H3(A,OA(k3 − q)) to be non-trivial, the vector k3 is required

to have precisely three entries less than or equal to 0 and the others greater than

or equal to 2. Due to Eq. (4.59), these non-positive entries must arise in different

components of the three vectors. Without restricting generality, we can, therefore,

assume that k11 ≤ −2, with all other components of k1 being greater than or equal to
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0, k22 ≤ −2 with all other components of k2 greater than or equal to 0, k33 ≤ 0, k43 ≤ 0,

k53 ≤ 0, while k13 ≥ 2, k23 ≥ 2. Using these conventions, we can specialise Eq. (4.54)

to find the following explicit expressions for the relevant ambient space forms

ν̂1 = κ
k11
1 P(k1)dz1 , ν̂2 = κ

k22
2 Q(k2)dz2 ,

ρ̂3 = κ
k33−2
3 κ

k43−2
4 κ

k53−2
5 R(k3−q)dz3 ∧ dz4 ∧ dz5 .

(4.60)

Inserting the forms into Eq. 4.33 leads to

λ(ν1, ν2, ν3) =
1

(2π)2

∫

C5

d5z d5z κ
k11
1 κ

k22
2 κ

k33−2
3 κ

k43−2
4 κ

k53−2
5 P(k1)Q(k2)R(k3−q). (4.61)

By inserting expressions for the polynomials, this integral splits up into products of

integrals over P1 and can be worked explicitly. Alternatively, we can proceed by notic-

ing that the integrand ν̂1 ∧ ν̂2 ∧ ρ̂3 represents a cohomology class in H5(A,OA(−q)),

which is one-dimensional. Its harmonic representative has the form

cµ(P,Q,R)κ−2
1 κ−2

2 κ−2
3 κ−2

4 κ−2
5 d5z , (4.62)

where

µ(P,Q,R) = P̃ Q̃R̃ (4.63)

must be a number, since h5(A,OA(−q)) = 1. This number is obtained from poly-

nomial multiplication as discussed in the previous sub-section and c is a constant

obtained from (4.58),

c = ck11,−k11−2 ck22,−k22−2 ck33−2,−k33
ck43−2,−k43

ck53−2,−k53

= 1
(−k11−1)!

1
(−k22−1)!

1
(−k33+1)!

1
(−k43+1)!

1
(−k53+1)!

.
(4.64)

Together with the basic identity
∫

C

1

κ2
dz ∧ dz = 2πi , (4.65)

this leads to the final expression

λ(ν1, ν2, ν3) = 8iπ3c µ(P,Q,R) , µ(P,Q,R) = P̃ Q̃R̃ . (4.66)

This equation represents our final result for the Yukawa couplings in this case and it

allows for an “algebraic” calculation by multiplying together the polynomials P̃ , Q̃

and R̃. Note that, given the rules for converting coordinates into partial derivatives

in these polynomials, as discussed in the last sub-section, this must always result in

a number, that is, the partial derivatives remove all remaining coordinates.
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4.3.4 Yukawa couplings of type (1, 2, 2)

The other simple case which avoids the vanishing theorem (4.32) arises if one of the

forms, say ν1, is of type 1, while ν2 and ν3 are of type 2. This case can be dealt with

in complete analogy with the (1, 1, 3) case in the previous sub-section. The relevant

formula for the Yukawa couplings in this case is Eq. (4.34), which only involves the

ambient space forms ν̂1 ∈ H1(A,K1), ω̂2 ∈ H2(A,N ∗⊗K2) and ω̂3 ∈ H2(A,N ∗⊗K3).

In order to construct these forms, it is again useful to fix our conventions. Since

we require that H1(A,K1) be non-trivial, we need precisely one component in k1

less than or equal to −2 (and all others non-negative) and we choose k11 ≤ −2. The

two (0, 2)-forms ω̂2, ω̂3 need to originate from different line bundles in the rank two

bundle N ∗ tensored with K2 and K3, or else the Yukawa coupling would vanish, so

we assume that ω̂2 ∈ H2(A,OA(−q1)⊗K2) and ω̂3 ∈ H2(A,OA(−q2)⊗K3). Hence

we need precisely two entries in k2 − q1 and in k3 − q2 to be less than or equal to

−2 (with all other entries non-negative). Due to Eq. (4.59), all negative entries have

to arise in different components. Hence, we can choose k22 − q21 ≤ −2, k32 − q31 ≤ −2,

k43 − q42 ≤ −2 and k53 − q52 ≤ −2, with all the other entries non-negative. Applying

these conventions to Eq. (4.54) results in

ν̂1 = κ
k11
1 P(k1)dz1 ,

ω̂2 = κ
k22−q

2
1

2 κ
k32−q

3
1

3 Q(k2−q1)dz2 ∧ dz3 ,
ω̂3 = κ

k43−q
4
2

4 κ
k53−q

5
2

5 R(k3−q2)dz4 ∧ dz5 .
(4.67)

Inserting these forms into Eq. (4.34), the integral can be carried out as in the previous

subsection and results in the same formula

λ(ν1, ν2, ν3) = 8iπ3c µ(P,Q,R) , µ(P,Q,R) = P̃ Q̃R̃ , (4.68)

but with the constant c now given by

c = ck11,−k11−2 ck22−q21 ,−k22+q21−2 ck32−q31,−k32+q31−2 ck43−q42,−k43+q42−2 ck53−q52,−k53+q52−2

= 1
(−k11−1)!

1
(−k22+q

2
1−1)!

1
(−k32+q

3
1−1)!

1
(−k43+q

4
2−1)!

1
(−k53+q

5
2−1)!

.

(4.69)

4.3.5 An example with vanishing Yukawa couplings

We consider a rank five line bundle sum on the CICY (4.48) specified by the following

line bundles:

L1 = OX(1, 0,−2, 0, 1) , L2 = OX(1,−2, 0, 1, 0) , L3 = OX(0, 1, 0, 0,−1) ,

L4 = OX(0, 0, 1,−1, 0) , L5 = OX(−2, 1, 1, 0, 0) .
(4.70)
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This model leads to a four-dimensional theory with gauge group SU(5) × S(U(1)5).

The non-vanishing cohomologies of these line bundles and their tensor products are

h•(X,L1) = (0, 4, 0, 0) , h•(X,L2) = (0, 4, 0, 0) ,

h•(X,L5) = (0, 4, 0, 0) , h•(X,L1 ⊗ L2) = (0, 4, 0, 0) ,

h•(X,L1 ⊗ L3) = (0, 4, 0, 0) , h•(X,L2 ⊗ L4) = (0, 4, 0, 0) ,

h•(X,L3 ⊗ L4) = (0, 1, 1, 0) , h•(X,L1 ⊗ L∗
2) = (0, 4, 4, 0) ,

h•(X,L1 ⊗ L∗
4) = (0, 16, 0, 0) , h•(X,L2 ⊗ L∗

3) = (0, 16, 0, 0) ,

h•(X,L3 ⊗ L∗
4) = (0, 1, 1, 0) , h•(X,L5 ⊗ L∗

3) = (0, 4, 0, 0) ,

h•(X,L5 ⊗ L∗
4) = (0, 4, 0, 0) .

(4.71)

These results imply the following upstairs spectrum

4 101, 4 102, 4 105,

4 51,2, 4 51,3, 4 52,4, 5
H
3,4, 5

H
3,4,

4 11,2, 4 12,1, 4 11,3, 12 11,4, 12 12,3, 4 12,4, 13,4, 14,3, 4 15,3, 4 15,4 .

(4.72)

Here, the bold-face numbers denote SU(5) representations and the subscripts indicate

under which of the five U(1) symmetries a multiplet is charged. This spectrum con-

sists of 12 families in 5⊕10, one 5–5 pair of Higgs multiplets and a number of SU(5)

singlets. Upon dividing by the freely-acting symmetry Γ = Z2 × Z2 in Eq. (4.51),

one obtains the standard model spectrum with three families. It is important to

remember, however, that only couplings which respect the S(U(1)5) symmetry are

allowed in the four-dimensional theory. One such allowed coupling is described by

the following superpotential term

W = λIJK5
(I)
1,35

(J)
2,410

(K)
5 . (4.73)

In order to compute this coupling, we write down the relevant line bundles and

bundle-valued forms which are given by

4 51,3 → K1 = L1 ⊗ L3 = OX(1, 1,−2, 0, 0), ν̂1 = σ−2
3 P̃(1,1,−2,0,0)dµ̄3 ∈ H1(A,K1) ,

4 52,4 → K2 = L2 ⊗ L4 = OX(1,−2, 1, 0, 0), ν̂2 = σ−2
2 Q̃(1,−2,1,0,0)dµ̄2 ∈ H1(A,K2) ,

4 105 → K3 = L5 = OX(−2, 1, 1, 0, 0), ν̂3 = σ−2
1 R̃(−2,1,1,0,0)dµ̄1 ∈ H1(A,K3) ,

(4.74)

with explicit polynomials

P̃ = p0x0y0 + p1x0y1 + p2x1y0 + p3x1y1 ,

Q̃ = q0x0u0 + q1x0u1 + q2x1u0 + q3x1u1 ,

R̃ = r0y0u0 + r1y0u1 + r2y1u0 + r3y1u1 .

(4.75)
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Evidently, from Eq. (4.74), all three forms νi are of type τi = 1 and, hence, the

Yukawa couplings λIJK in Eq. (4.73) are all zero as a consequence of the vanishing

theorem (4.32).

4.3.6 An example with Yukawa couplings of type (1, 1, 3)

A line bundle model on the CICY (4.48) which realises Yukawa couplings of type

(τ1, τ2, τ3) = (1, 1, 3) is defined by the five line bundles

L1 = OX(1,−2, 0, 0, 1) , L2 = OX(0, 1, 0, 1,−2) , L3 = OX(0, 0, 1,−2, 1) ,

L4 = OX(0, 0,−1, 0, 1) , L5 = OX(−1, 1, 0, 1,−1) .
(4.76)

As before, the four-dimensional gauge group is SU(5)×S(U(1)5) and the non-trivial

cohomologies of the above line bundles and their tensor product

h•(X,L1) = (0, 4, 0, 0) , h•(X,L2) = (0, 4, 0, 0) ,

h•(X,L3) = (0, 4, 0, 0) , h•(X,L1 ⊗ L3) = (0, 4, 0, 0) ,

h•(X,L2 ⊗ L3) = (0, 1, 1, 0) , h•(X,L2 ⊗ L4) = (0, 1, 1, 0) ,

h•(X,L2 ⊗ L5) = (0, 8, 0, 0) , h•(X,L3 ⊗ L4) = (0, 3, 3, 0) ,

h•(X,L1 ⊗ L∗
4) = (0, 4, 0, 0) , h•(X,L1 ⊗ L∗

5) = (0, 8, 0, 0) ,

h•(X,L2 ⊗ L∗
3) = (0, 9, 9, 0) , h•(X,L2 ⊗ L∗

4) = (0, 16, 0, 0) ,

h•(X,L3 ⊗ L∗
4) = (0, 3, 3, 0) , h•(X,L3 ⊗ L∗

5) = (0, 12, 0, 0) ,

h•(X,L5 ⊗ L∗
4) = (0, 4, 0, 0)

(4.77)

lead to the following spectrum:

4 101, 4 102, 4 103,

4 51,3, 5H2,3, 5H2,3, 5H2,4, 5H2,4, 8 52,5, 3 5H3,4, 3 5H3,4,

4 11,4, 8 11,5, 9 12,3, 9 13,2, 16 12,4, 3 13,4, 3 14,3, 12 13,5, 4 15,4 .

(4.78)

This spectrum contains 12 families 5 ⊕ 10, five 5–5 Higgs pairs and SU(5)-singlet

multiplets and gives rise to a three-family standard model after a suitable quotient

with the symmetry (4.51). We are interested in the superpotential terms

W = λIJK5
H,(I)
3,4 10

(J)
1 5

(K)
2,5 , (4.79)

which are allowed by all gauge symmetries of the model. The relevant harmonic forms

are given by

3 5
H
3,4 → K1 = L3 ⊗ L4 = OX(0, 0, 0,−2, 2), ν̂1 = σ−2

4 P̃(0,0,0,−2,2)dµ̄4 ,

4 101 → K2 = L1 = OX(1,−2, 0, 0, 1), ν̂2 = σ−2
2 Q̃(1,−2,0,0,1)dµ̄2 ,

8 52,5 → K3 = L2 ⊗ L5 = OX(−1, 2, 0, 2,−3), ρ̂3 = σ−3
1 σ−2

3 σ−5
5 R̃(−3,0,−2,0,−5)dµ̄1 ∧ dµ̄3 ∧ dµ̄5,

(4.80)
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where ν̂1 ∈ H1(A,K1), ν̂2 ∈ H1(A,K2) and ρ̂3 ∈ H3(A,Λ2N ∗⊗K3). The polynomials

P̃ , Q̃, R̃ can be explicitly written as

P̃ = p0w
2
0 + p1w0w1 + p2w

2
1 ,

Q̃ = q0x0w0 + q1x1w0 + q2x0w1 + q3x1w1 ,

R̃ = r0x0w
3
0 + r1x0w

2
0w1 + r2x0w0w

2
1 + r3x0w

3
1+

r4x1w
3
0 + r5x1w

2
0w1 + r6x1w0w

2
1 + r7x1w

3
1 .

(4.81)

Note that the coefficients pI , qJ and rK in these polynomials parametrise the various

families. Using these polynomials we can compute the upstairs Yukawa couplings

from Eq. (4.66), which leads to

µ(P̃ , Q̃, R̃) = 6p0q0r0 + 6p0q1r4 + 2p0q2r1 + 2p0q3r5 + 2p1q0r1 + 2p1q1r5+

2p1q2r2 + 2p1q3r6 + 2p2q0r2 + 2p2q1r6 + 6p2q2r3 + 6p2q3r7 . (4.82)

The Yukawa couplings λIJK in Eq. (4.79) can be easily obtained from this expression

by choosing a basis for the coefficients, for example by setting each of the coefficients

pI , qJ , rK to one and the others to zero. It is however more interesting to see what

happens in the downstairs theory, obtained from the present SU(5) GUT theory by

a quotient with the Γ = Z2 × Z2 symmetry (4.51). The GUT multiplets branch as

10 → (Q, u, e), 5 → (d, L), 5H → (T,H) into standard model multiplets, where T

is the Higgs triplet which has to be projected out. On the quotient manifold X̃ ,

we introduce a Wilson line in the standard hypercharge direction in order to break

SU(5) to the standard model group. Such a Wilson line can be described by two

Γ-representations χ2, χ3 which we choose as χ2 = (1, 1) and χ3 = (0, 0). This induces

the multiplet charges

χd = χ∗
3 = (0, 0) , χH = χ∗

2 = (1, 1) , χQ = χ2 ⊗ χ3 = (1, 1) . (4.83)

In order to determine the polynomials corresponding to the downstairs spectrum, one

has to keep in mind that every differential dµi has charge (1, 1) under Γ. Moreover,

for the (0, 3)-form ρ̂3, there is an additional (1, 1) charge flip due to the fact that the

bundle Λ2N ∗ ⊗K3 transforms non-trivially under Γ from Eq.(4.52). Matching these

charges up with the Wilson line charges (4.83), the representatives of the downstairs

spectrum become

H3,4 : P̃ ∈ Span(w2
0 + w2

1) ,

Q1 : Q̃ ∈ Span(x0w0 + x1w1) ,

d2,5 : R̃ ∈ Span(x0w0w
2
1 + x1w1w

2
0 , x0w

3
0 + x1w

3
1) .

(4.84)
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Using Eq. (4.66) the Yukawa couplings in λKH3,4Q1d
(K)
2,5 become proportional to

µ(H3,4, Q1, d2,5)=
1

4

(
∂2w0

+ ∂2w1

)(
∂x0∂w0 + ∂x1∂w1

)
(
x0w0w

2
1 + x1w1w

2
0

x0w
3
0 + x1w

3
1

)
=

(
1

3

)
, (4.85)

where we have converted the homogeneous coordinates into derivatives and introduced

an additional factor 1/4, to account for the fact that the integral is carried out on

the quotient manifold. The numerical coefficient c in Eq. (4.64) is given by

c = c(−2,0)c(−2,0)c(−5,3)c(−4,2)c(−7,5) = 1 · 1 · 1
4!

· 1
3!

· 1
6!
. (4.86)

4.3.7 An example with Yukawa couplings of type (1, 2, 2)

This example on the CICY (4.48) is defined by the five line bundles

L1 = OX(1,−2, 0, 0, 1) , L2 = OX(0, 1,−2, 0, 1) , L3 = OX(0, 0, 1, 1,−2) ,

L4 = OX(0, 0, 1,−1, 0) , L5 = OX(−1, 1, 0, 0, 0) ,
(4.87)

The non-vanishing cohomologies of these line bundles and their tensor products

h•(X,L1) = (0, 4, 0, 0) , h•(X,L2) = (0, 4, 0, 0) ,

h•(X,L3) = (0, 4, 0, 0) , h•(X,L1 ⊗ L3) = (0, 4, 0, 0) ,

h•(X,L1 ⊗ L4) = (0, 4, 0, 0) , h•(X,L2 ⊗ L3) = (0, 1, 1, 0) ,

h•(X,L2 ⊗ L4) = (0, 1, 1, 0) , h•(X,L3 ⊗ L4) = (0, 3, 3, 0) ,

h•(X,L3 ⊗ L5) = (0, 4, 0, 0) , h•(X,L1 ⊗ L∗
2) = (0, 12, 0, 0) ,

h•(X,L3 ⊗ L∗
1) = (0, 12, 0, 0) , h•(X,L1 ⊗ L∗

4) = (0, 4, 0, 0) ,

h•(X,L1 ⊗ L∗
5) = (0, 12, 0, 0) , h•(X,L2 ⊗ L∗

3) = (0, 9, 9, 0) ,

h•(X,L2 ⊗ L∗
4) = (0, 16, 0, 0) , h•(X,L2 ⊗ L∗

5) = (0, 4, 0, 0) ,

h•(X,L3 ⊗ L∗
4) = (0, 3, 3, 0) , h•(X,L3 ⊗ L∗

5) = (0, 4, 0, 0)

(4.88)

lead to the upstairs spectrum

4 101, 4 102, 4 103,

4 51,3, 4 51,4, 5H2,3, 5H2,3, 5H2,4, 5H2,4, 3 5H3,4, 3 5H3,4, 4 53,5,

12 11,2, 12 13,1, 4 11,4, 12 11,5, 9 12,3, 9 13,2, 16 12,4, 4 12,5, 3 13,4, 3 14,3, 4 13,5 .

(4.89)

As before, this spectrum with 12 families in 5⊕ 10, five 5–5 Higgs pairs and SU(5)-

singlets leads to a three-family standard model after the quotient by Γ = Z2 × Z2.

We are interested in the following superpotential term:

W = λIJK10
(I)
2 5

(J)
1,45

(K)
3,5 . (4.90)
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The associated harmonic forms

4 102 → K1 = L2 = OX(0, 1,−2, 0, 1) , ν̂1 = σ−2
3 P(0,1,−2,0,1)dµ̄3 ,

4 51,4 → K2 = L1 ⊗ L4 = OX(1,−2, 1,−1, 1) , ω̂2 = σ−3
2 σ−2

4 Q(1,−3,0,−2,0)dµ̄2 ∧ dµ̄4 ,

4 53,5 → K3 = L3 ⊗ L5 = OX(−1, 1, 1, 1,−2) , ω̂3 = σ−3
1 σ−3

5 R(−3,0,0,0,−3)dµ̄1 ∧ dµ̄5 ,

(4.91)

where ν̂1 ∈ H1(A,K1), ω̂2 ∈ H2(A,N ∗ ⊗K2) and ω̂3 ∈ H2(A,N ∗ ⊗ K3) contain the

polynomials

P̃ = p0y0w0 + p1y1w0 + p2y0w1 + p3y1w1 ,

Q̃ = q0x0y0 + q1x1y0 + q2x0y1 + q3x1y1 , (4.92)

R̃ = r0x0w0 + r1x1w0 + r2x0w1 + r3x1w1 .

From Eq. (4.68), this leads to upstairs Yukawa couplings

µ(P̃ , Q̃, R̃) = p0q0r0 + p0q1r1 + p1q2r0 + p1q3r1+

p2q0r2 + p2q1r3 + p3q2r2 + p3q3r3 . (4.93)

Under the standard model group, the relevant part of the upstairs spectrum branches

as 102 → (Q, u, e)2, 51,4 → (d, L)1,4, 53,5 → (T,H)3,5. We choose the same Wilson

line, χ2 = (1, 1) and χ3 = (0, 0), as in Section 4.3.6, which then leads to the same

multiplet charges as in Eq. (4.83). Once again, we have to keep in mind that the

differentials dµi carry charge (1, 1) under Γ. Moreover, we have to remember from

Eq. (4.52) that forms which arise from OA(−q2) ⊗ Ki transform with an additional

overall Γ-charge (1, 1), while forms from OA(−q1)⊗Ki do not. With these rules, the

polynomials corresponding to the downstairs spectrum turn out to be

Q2 : P̃ ∈ Span(y0w0 + y1w1) ,

d1,4 : Q̃ ∈ Span(x0y0 + x1y1) , (4.94)

H3,5 : R̃ ∈ Span(x0w0 + x1w1) .

Then, from Eq. (4.68), the downstairs Yukawa coupling for Q2 d1,4H3,5 is proportional

to

µ(Q2, d1,4, H3,5) =
1

4

(
∂y0∂w0 + ∂y1∂w1

)
(y0∂x0 + y1∂x1) (x0w0 + x1w1) =

1

2
, (4.95)

with the constant c given by

c = c(−2,0)c(−4,2)c(−3,1)c(−4,2)c(−5,3) = 1 · 1
3!

· 1
2!

· 1
3!

· 1
4!
. (4.96)
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4.4 Final remarks

In the previous chapter, methods to calculate the holomorphic Yukawa couplings

have been developed for line bundle models on certain special Calabi-Yau manifolds,

with a focus on the tetra-quadric Calabi-Yau manifolds defined in the ambient space

P1×P1×P1×P1. This chapter generalises these methods to all CICY manifolds, and,

hence, demonstrates that they are applicable to large classes of Calabi-Yau manifolds.

Our methods rely on the presence of an ambient space A, presently a product of

projective spaces, although generalisations are likely possible, into which the Calabi-

Yau manifold X is embedded at co-dimension k. Likewise, the three line bundles

Ki → X associated to a Yukawa coupling should be restrictions of ambient space

line bundles Ki → A. We have shown that, in this situation, the three Ki-valued

(0, 1)–forms νi ∈ H1(X,Ki) which enter the expression for the holomorphic Yukawa

couplings can each be related to a chains ν̂i,a of (0, a) ambient space forms, where

a = 1, ..., k + 1. Moreover, from Eq. (4.45), the Yukawa couplings can be written in

terms of these ambient space forms ν̂i,a.

We say that a form νi is of type τi ∈ {1, ..., k+1}, if it originates from the ambient

space (0, τi)-form ν̂i,τi ∈ Hτi(A,Λτi−1N ∗⊗Ki). This means that the associated chain

of ambient space forms breaks down at a = τi, that is, if ν̂i,a = 0 for a > τi. One

of our main results is a vanishing theorem which states that the Yukawa coupling

between three forms νi vanishes if their associated types satisfy τ1+τ2+τ3 < dim(A).

Especially for large ambient space dimension dim(A), this implies the vanishing of

many Yukawa couplings, since large types τi tend to be rare. This vanishing is not

explained by one of the obvious four-dimensional symmetries and, therefore, appears

to be topological in nature.

The nature of this vanishing statement is somewhat puzzling in that it relates a

physical property – the vanishing of Yukawa couplings – to conditions on unphysical

quantities, essentially properties of the ambient space A, which is auxiliary and car-

ries no physical relevance. We do not currently know if the vanishing statement is

restricted to Calabi-Yau manifolds which can be embedded into an ambient space in

this way or if it extends to all Calabi-Yau manifolds. In the latter case, there should

be an “intrinsic” formulation of this statement which only refers to properties of the

Calabi-Yau manifold.

We have illustrated our methods by computing certain holomorphic Yukawa cou-

plings for three different line bundle standard models on a co-dimension two CICY.
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The most pressing issue is, of course, the calculation of the matter field Kähler po-

tential and, hence, of the physical Yukawa couplings.
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5
Matter Field Kähler Metric from

Localisation

The computation of physical Yukawa couplings from string theory is notoriously diffi-

cult, mainly because methods to compute the matter field Kähler metric are lacking.

In this chapter we report some progress in this direction. We outline a method to cal-

culate the matter field Kähler metric in the context of Calabi-Yau compactifications

of the heterotic string with Abelian internal gauge fluxes.

So far, the only class of heterotic Calabi-Yau models where an analytic expression

for the matter field Kähler metric is known is for models with standard embedding of

the spin connection into the gauge connection. In this case, the matter field Kähler

metrics for the (1, 1) and (2, 1) matter fields are essentially given by the metrics on

the corresponding moduli spaces [13, 29]. Recently, Candelas, de la Ossa and McOrist

[86] (see also Ref. [87]) have proposed an α′-correction of the heterotic moduli space

metric, which includes bundle moduli. This information may be used to infer the

Kähler metric of matter fields that arise from bundle moduli. However, we will not

pursue this method here, since our main interest is not in bundle moduli but in the

gauge matter fields which can account for the physical particles.

There are two other avenues for calculating the matter field Kähler metric, sug-

gested by results in the literature. The first one relies on Donaldson’s numerical

algorithm to determine the Ricci-flat Calabi-Yau metric [96–98] and subsequent work

applying this algorithm to various explicit examples and to the numerical calculation
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of the Hermitian Yang-Mills connection on vector bundles [99–106]. At present, this

approach has not been pushed as far as numerically calculating physical Yukawa cou-

plings. However, it appears that this is possible in principle and, while constituting

a very significant computational challenge, would be very worthwhile carrying out.

A disadvantage of this method is that it will only provide the Yukawa couplings at

specific points in moduli space and that extracting information about their moduli

dependence will be quite difficult.

In this chapter, we will focus on a different approach, based on localisation due

to flux, which can lead to analytic results for the matter field Kähler metric. This

method is motivated by work in F-theory [107–110], where the localisation of matter

fields on the intersection curves of D7-branes and Yukawa couplings on intersections

of such curves facilitates local computations of the Yukawa couplings which do not

require knowledge of the Ricci-flat Calabi-Yau metric. It is not immediately obvious

whether and how this approach might transfer to the heterotic case, since heterotic

compactifications lack the intuitive local picture, related to intersecting D-brane mod-

els, which is available in F-theory. In this chapter, we will show, using methods from

differential geometry developed in previous chapters (see also [95]), that localisation

of wave functions can nevertheless arise in heterotic models. The underlying mech-

anism is, in fact, similar to the one employed in F-theory. Sufficiently large flux –

in the heterotic case, E8 × E8 gauge flux – leads to a localisation of wave functions

which allows calculating their normalisation locally, without recourse to the Ricci-flat

Calabi-Yau metric.

To carry this out explicitly we will proceed in three steps. First, we derive the

general formula for the matter field Kähler metric for heterotic Calabi-Yau compact-

ifications, as hinted in Section 2.6.2. This formula, which provides the matter field

Kähler metric in terms of an integral over harmonic bundle valued forms is not, in

itself, new (see, for example, Ref. [112]). Our rederivation serves two purposes. First,

we would like to fix conventions and factors as this will be required for an accurate cal-

culation of the physical Yukawa couplings and, secondly, we will show explicitly how

this formula for the matter field Kähler metric is consistent with four-dimensional

N = 1 supergravity. We observe that this consistency already determines the de-

pendence of the matter field Kähler metric on the T-moduli, a result which, to our

knowledge, has not been pointed out in the literature so far.

The second step is to show how (Abelian) E8 × E8 gauge flux can lead to a

localisation of the matter field wave functions around certain points of the Calabi-Yau

manifold. We will first demonstrate this for toy examples based on line bundles on P1,
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as well as on products of projective spaces and then show that the effect generalises

to Calabi-Yau manifolds. As a result, we obtain local matter field wave functions on

Calabi-Yau manifolds and explicit results for their normalisation integrals.

The final step is to express these results in terms of the global moduli of the Calabi-

Yau manifold. We show that this can indeed be accomplished by relating global to

local quantities on the Calabi-Yau manifold and by using information from four-

dimensional N = 1 supersymmetry. In this way, we can obtain explicit results for the

matter field Kähler metric as a function of the Calabi-Yau moduli and this is carried

out for the Calabi-Yau hyper-surface in P1×P3. We believe this is the first time such

a result for the matter field Kähler metric as a function of the properly defined moduli

has been obtained in any geometrical string compactification, including F-theory.

The plan of the chapter is as follows. In the next section, we sketch the super-

gravity calculation which leads to the general formula for the matter field Kähler

metric and we discuss the implications from four-dimensional N = 1 supersymme-

try. In Section 5.2, we show how gauge flux leads to the localisation of matter field

wave functions, starting with toy examples on P1 and then generalising to products

of projective spaces. Section 5.3 contains the local calculation of the wave function

normalisation on a patch of the Calabi-Yau manifold. In Section 5.4, we express this

result in terms of the properly defined moduli by relating global and local quantities

and we obtain an explicit result for the matter field Kähler metric on Calabi-Yau

hyper-surfaces in P
1 × P

3. We conclude in Section 5.5.

5.1 The matter field Kähler metric in heterotic

compactifications

Our first step is to derive a general formula for the matter field Kähler metric, in

terms of the underlying geometrical data of the Calabi-Yau manifold and the gauge

bundle. The basic structure of this formula is well-known for some time, see, for

example Ref. [112], and our re-derivation here serves two purposes. Firstly, we would

like to fix notations and conventions so that our result is accurate, as is required

for a detailed calculation of Yukawa couplings. Secondly, we would like to explore

the constraints on the matter field Kähler metric which arise from four-dimensional

N = 1 supergravity.

The starting point is the ten-dimensional N = 1 supergravity coupled to a ten-

dimensional E8 × E8 super Yang-Mills theory. To first order in α′ and at the two-

derivative level, the bosonic part of the action is given by Eq. (2.27). As in Section 2.4,
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we consider the reduction of this action on a Calabi-Yau three-folds X , with Ricci-flat

metric g(6) and a holomorphic bundle V → X with a connection A(6) that satisfies

the Hermitian Yang-Mills equations (2.37). Let us introduce the Kähler form J on

X , related to the Ricci-flat metric g(6) on X by g
(6)
mn = −iJmn, and a basis {Ji} of

harmonic (1, 1)-forms, where i = 1, ..., h1,1(X). The reader is reminded that J and

the NS two-form B can be expanded as

J = tiJi , B = B(4) + τ iJi , (5.1)

where ti are the Kähler moduli, τ i are their axionic partners and B(4) is the four-

dimensional two-form, dual to a scalar σ. In addition, we have the zero mode φ(4)

of the ten-dimensional dilaton φ, as well as the complex structure moduli za, where

a = 1, ..., h2,1(X). In the absence of matter fields, these bosonic fields fit into four-

dimensional N = 1 chiral multiplets as

S = e−2φ(4) + iσ , T i = ti + iτ i , Za = za . (5.2)

Also, it is important to notice that the Calabi-Yau volume is given by

V =

∫

X

d6x
√
g(6) =

1

6
K , K = dijkt

itjtk , dijk =

∫

X

Ji ∧ Jj ∧ Jk , (5.3)

where dijk are the triple intersection numbers of X , thus giving the following expres-

sion for the Kähler moduli space metric

Gij = −1

4

∂2

∂ti∂tj
lnK = −3

2

(Kij

K − 3

2

KiKj

K2

)
, (5.4)

where Ki = dijkt
jtk and Kij = dijkt

k.

Next, we obtain matter fields CI by expanding the gauge field around the vacuum.

The result is imported from Eq. (2.86) in a simplified form

A = A(6) + CIνI , (5.5)

where νI are harmonic one-forms which take values in the bundle V . It is important

to emphasise that the correct matter field metric has to be computed relative to

harmonic forms νI and this is, in fact, how the dependence on the Ricci-flat metric

and the Hermitian Yang-Mills connection comes about. The fields CI each form the

bosonic part of an N = 1 chiral supermultiplet. It is known that the definition of the

T i superfields in Eq. (5.2) has to be adjusted in the presence of these matter fields.

In the universal case with only one T-modulus and one matter field C, the required
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correction to Eq. (5.2) has been found to be proportional to |C| (see, for example,

Ref. [83]). For our general case, we therefore start by modifying the definition of the

T-moduli in Eq. (5.2) by writing

T i = ti + iτ i + α′ ΓiIJC
IC

J
, (5.6)

where ΓiIJ is a set of (potentially moduli-dependent) coefficients to be determined.1

To our knowledge, no general expression for ΓiIJ has been obtained in the literature

so far.

The kinetic terms of the above superfields derive from a Kähler potential of the

general form

K = −ln (S + S) +Kcs − ln (dijk(T
i + T i)(T j + T j)(T k + T k)) + α′GIJC

ICJ , (5.7)

where Kcs is the Kähler potential for the complex structure moduli Za whose explicit

form is well-known but is not relevant to our present discussion andGIJ is the (moduli-

dependent) matter field Kähler metric we would like to determine. The general task

is now to compute the kinetic terms which result from this Kähler potential, insert

the definitions of S in Eq. (5.2) and of T i in Eq. (5.6) and compare the result with

what has been obtained from the reduction of the ten-dimensional action (2.27). This

comparison should lead to explicit expressions for GIJ and ΓiIJ .

A quick look at the Kähler potential (5.7) shows that achieving this match is by no

means a trivial matter. The matter field Kähler metric GIJ depends on the T -moduli

and, hence, the kinetic terms from (5.7) can be expected to include cross-terms of the

form ∂µti∂µC
I . However, such cross-terms can clearly not arise from the dimensional

reduction of the 10-dimensional action (2.27) and, hence, there must be non-trivial

cancellations which involve the derivatives of GIJ and ΓiIJ . We find that this issue can

be resolved and indeed a complete match between the reduced ten-dimensional action

(2.27) and the four-dimensional Kähler potential (5.7) can be achieved provided the

following three requirements are satisfied.

• The coefficients ΓiIJ which appear in the definition (5.6) of the T i superfields

are given by

ΓiIJ = −1

2
Gij ∂GIJ

∂T j
, (5.8)

where Gij is the inverse of the Kähler moduli space metric Gij .
1The dilaton superfield S receives a similar correction in the presence of matter fields [83], but

this arises at one-loop level and will not be of relevance here.
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• The matter field Kähler metric is given by

GIJ =
1

2V

∫

X

νI ∧ ⋆̄V (νJ) , (5.9)

where ⋆̄V refers to a Hodge dual combined with a complex conjugation and an

action of the hermitian bundle metric on V .

• Since the Hodge dual on a Calabi-Yau manifold acting on a (1, 0)-form ρ can

be carried out as ⋆ρ = − i
2
J ∧ J ∧ ρ, the result (5.9) for the matter field Kähler

metric can be re-written as

GIJ = −3ititj

2K ΛijIJ , ΛijIJ =

∫

X

Ji ∧ Jj ∧ νI ∧ (HνJ) , (5.10)

whereH is the hermitian bundle metric on V . The final requirement for a match

between the dimensionally reduced ten-dimensional and the four-dimensional

theory (5.7) can then be stated by saying that the above integrals ΛijIJ do not

explicitly depend on the Kähler moduli ti.

The above result means that the Kähler moduli dependence of the matter field metric

is completely determined as indicated in the first equation (5.10), while the remaining

integrals ΛijIJ are ti-independent but can still be functions of the complex structure

moduli. To our knowledge this is a new result which is of considerable relevance for

the structure of the matter field Kähler metric and the physical Yukawa couplings.

Note that the ti dependence of GIJ in Eq. (5.10) is homogeneous of degree −1, as

expected on general grounds.

It is worth noting that the Kähler potential (5.7) with the matter field Kähler

metric as given in Eq. (5.10) can, alternatively, also be written in the form

K = −ln (S + S) +Kcs − ln (dijk(T
i + T i − γi)(T j + T j − γj)(T k + T k − γk))

γi = 2α′ ΓiIJC
ICJ ,

(5.11)

provided that terms of higher than quadratic order in the matter field CI are ne-

glected. This can be seen by expanding the logarithm in Eq. (5.11) to leading order

in γi and by using 3Ki

K
ΓiIJ = GIJ . (The latter identity follows from Gij 3Kj

4K
= ti, the

fact that GIJ is homogeneous of degree −1 in ti and the result (5.8) for ΓiIJ). This

form of the Kähler potential, together with the definition (5.6) of the fields T i, means

that, in terms of the underlying geometrical Kähler moduli ti, the dependence on

the matter fields CI cancels. Indeed, inserting the definition (5.6) of the T i moduli

into Eq. (5.11) turns the last logarithm into −ln (8K). That this part of the Kähler

potential can be written as the negative logarithm of the Calabi-Yau volume is in fact

expected and provides a check of our calculation.
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5.2 Localisation of matter field wave functions on

projective spaces

As a warm-up, we first discuss wave function normalisation on P
n and products of

projective spaces, beginning with the simplest case of P1. (For a related discussion,

in the context of F-theory, see Ref. [111].) In doing so we have two basic motivations

in mind. First, considering projective space and P1 in particular provides us with a

toy model for the actual Calabi-Yau case which we will tackle later. From this point

of view, the following discussion will provide some intuition as to when wave function

localisation occurs and when it leads to a good approximation for the normalisation

integrals. On the other hand, projective spaces and their products provide the am-

bient spaces for the Calabi-Yau manifolds of interest and, hence, this chapter will be

setting up some of the requisite notation and results we will be using later.

5.2.1 Wave functions on P1

Homogeneous coordinates on P1 are denoted by x0, x1, the affine coordinates on the

patch {x0 6= 0} by z = x1/x0 and we also define κ = 1 + |z|2. For simplicity, we

will write all quantities in terms of the affine coordinate z and we will ensure they

are globally well-defined by demanding the correct transformation property under the

transition z → 1/z. In terms of z, the standard Fubini-Study Kähler potential and

Kähler form can be written as

K =
i

2π
ln κ , J = ∂∂K =

i

2πκ2
dz ∧ dz . (5.12)

Here, J has the standard normalisation, that is,
∫
P1 J = 1. The associated Fubini-

Study metric is Kähler-Einstein and, hence, the closest analogue of a Ricci-flat Calabi-

Yau metric we can hope for on P1.

We are interested in line bundles L = OP1(k) on P1 with first Chern class c1(L) =

kJ on which we introduce a hermitian structure with the bundle metric and the

associated (Chern) connection and field strength given by

H = κ−k , A = ∂ lnH̄ = −kz
κ
dz , F = dA = ∂∂ lnH̄ = −2πikJ . (5.13)

The analogue of the harmonic forms νI in Eq. (5.5) associated to matter fields are

harmonic L-valued α, that is, forms satisfying the equations

∂α = 0 , ∂(H̄ ⋆ α) = 0 , (5.14)
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where the Hodge star is taken with respect to the Fubini-Study metric. We would

like to compute their normalisation integrals

〈α, β〉 =
∫

P1

α ∧ ⋆(Hβ) , (5.15)

the analogue of the matter field Kähler metric (5.9). These harmonic forms are in

one-to-one correspondence with the bundle cohomologies Hp(P1, L) and, depending

on the value of k, we should distinguish three cases.

• k ≥ 0: In this case, the only non-vanishing cohomology of L is h0(P1, L) = k+1,

so that the relevant harmonic forms α are L-valued zero forms. The relevant

solutions to Eqs. (5.14) are explicitly given by the degree k polynomials in z.

• k = −1: In this case, all cohomologies of L vanish so there are no harmonic

forms.

• k ≤ −2: In this case, the only non-vanishing cohomology of L is h1(P1, L) =

−k−1 and the corresponding L-valued (0, 1)-forms which solve Eqs. (5.14) can

be written as α = κkh(z)dz, where h is a polynomial of degree −k − 2 in z. In

the following, it is useful to work with the monomial basis

αq = κkzqdz , q = 0, ...,−k − 2 (5.16)

for these forms.

Given that the forms νI which appear in the actual reduction (5.5) are (0, 1)-forms

the most relevant case is the last one for k ≤ −2. In this case, inserting the forms

(5.16) into the the normalisation integral (5.15) leads to

〈αq, αp〉 = −i
∫

C

zqzpκkdz ∧ dz = 2πq!

(−k − 1)...(−k − 1− q)
δqp . (5.17)

In physical terminology, the integer k quantifies the flux and the integer q labels

the families of matter fields. It is clear that the above integrals receive their main

contribution from a patch near the affine origin z ≃ 0, provided that the flux |k| is
sufficiently large and the family number q is sufficiently small. In this case, it seems

that the above integrals can be approximately evaluated locally near z ≃ 0, by using

the flat metric instead of the Fubini-Study metric as well as the corresponding flat

counterparts of the bundle metric and the harmonic forms. Formally, these flat space

quantities can be obtained from the exact ones by setting κ to one in the expression
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(5.12) for the Kähler form and by the replacement κk → ek|z|
2
in the other quantities.

That is, we use the replacements

J =
i

2πκ2
dz ∧ dz → i

2π
dz ∧ dz , H = κ−k → e−k|z|

2
,

αq = κkzqdz → ek|z|
2
zqdz ,

(5.18)

to work out the local version of the normalisation integrals, which leads to

〈αq, αp〉loc = −i
∫

C

zqzpek|z|
2

dz ∧ dz = 2πq!

(−k − 1)q+1
δqp . (5.19)

For the ratio of local to exact normalisation this implies

〈αq, αq〉loc
〈αq, αq〉

=
(−k − 1)...(−k − 1− q)

(−k − 1)q+1
= 1−O

(
q2

−k − 1

)
. (5.20)

Hence, as long as the flux |k| is sufficiently large and the family number satisfies q2 ≪
|k|, the local versions of these integrals do indeed provide a good approximation. The

above ratio expressing the accuracy of the local correction can be roughly evaluated

by computing the coefficient of the O
(

q2

−k−1

)
term. For example, if |k| = 11 and q = 1,

then the ratio is 0.9 and the error is 10%. If |k| = 101 and q = 2, then the ratio is

close to 0.96 and the error is approximately 4% .

It is worth noting that a transformation z → 1/z to the other standard coordinate

patch of P1 transforms the monomial basis forms αq into forms of the same type but

with the family number changing as q → (−k−1)− q. This means that families with

a large family number q close to −k− 1 in the patch {x0 6= 0} acquire a small family

number when transformed to the patch {x1 6= 0} and, hence, localise at the affine

origin of this patch, that is near z = ∞. From this point of view it is not surprising

that families with large q in the patch {x0 6= 0} cannot be dealt with by a local

calculation near z ≃ 0. Instead, for such modes, we can carry out a local calculation

analogous to the above one but near the affine origin of the patch {x1 6= 0}.

In summary, the harmonic bundle valued (0, 1)-forms for L = OP1(k), where

k ≤ −2, are given by αq as in Eq. (5.16). For sufficiently large flux |k|, the modes

with small family number q localise near the affine origin of the patch {x0 6= 0}, that
is at z ≃ 0 and their normalisation can be obtained from a local calculation near this

point. The modes with large family number q localise near the affine origin of the

other patch {x1 6= 0}, that is, near z = ∞ and their normalisation can be obtained

by a similar local calculation around this point.
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5.2.2 Wave functions on products of projective spaces

The previous discussion for line bundles on P
1 can be straightforwardly generalised

to line bundles on arbitrary products of projective spaces. For the sake of keeping

notation simple, we will now illustrate this for the case of A = P1×P3 which is, in fact,

the ambient space of the Calabi-Yau manifold on which we focus later. The situation

for general products of projective spaces is easily inferred from this discussion.

Homogeneous coordinates on A = P1 × P3 are denoted by x0, x1 for the P1

factor and by y0, y1, y2, y3 for P3. The associated affine coordinates on the patch

{x0 6= 0, y0 6= 0} are z1 = x1/x0 and zα+1 = yα/y0 for α = 1, 2, 3, and we define

κ1 = 1 + |z1|2 and κ2 = 1 +
∑4

α=2 |zα|2. The Fubini-Study Kähler forms for the two

projective factors are2

Ĵ1 =
i

2π
∂∂ lnκ1 =

i

2πκ21
dz1 ∧ dz1 ,

Ĵ2 =
i

2π
∂∂ lnκ2 =

i

2πκ22

∑4
α,β=2(κ2δαβ − zαzβ)dzα ∧ dzβ ,

(5.21)

and, more generally, we can introduce the Kähler forms

Ĵ = t1Ĵ1 + t2Ĵ2 , (5.22)

with Kähler parameters t1 > 0, t2 > 0 on A. Line bundles L̂ = OA(k1, k2) with first

Chern class c1(L̂) = k1Ĵ1 + k2Ĵ2 can be equipped with the hermitian bundle metric

Ĥ = κ−k11 κ−k22 ⇒ F̂ = ∂∂ ln
¯̂
H = −2πi(k1Ĵ1 + k2Ĵ2) . (5.23)

Specifically, we are interested in those line bundles L̂ with a non-vanishing first coho-

mology which are precisely those with k1 ≤ −2 and k2 ≥ 0. In these cases (see also

Eq. (C.8)),

h1(A,OA(k1, k2)) = (−k1 − 1)
(k2 + 3)(k2 + 2)(k2 + 1)

6
, (5.24)

and a basis for the associated harmonic L̂-valued (0, 1)-forms is provided by

ν̂q = κk11 z
q̂1
1 z

q̂2
2 z

q̂3
3 z

q̂4
4 dz1 , (5.25)

where q̂ = (q̂1, q̂2, q̂3, q̂4) is a positive integer vector which labels the families and

whose entries are constrained by q̂1 = 0, ...,−k1−2 and q̂2+ q̂3+ q̂4 ≤ k2. Given these

quantities, the integrand of the normalisation integral is proportional to

ν̂q̂ ∧ ⋆(Ĥ ¯̂νq̂) ∼ κk11 κ
−k2
2

4∏

α=1

|zα|2q̂α . (5.26)

2As in Chapters 3 and 4, we will denote quantities defined on the “ambient space” A by a hat,
in order to distinguish them from their Calabi-Yau counterparts to be introduced later.
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Hence, provided the fluxes |k1| and k2 are sufficiently large and the family numbers q̂α

sufficiently small, we expect localisation on a patch Û around the affine origin zα ≃ 0.

In this case, we can again work with the flat limit where the above quantities turn

into

Ĵ1 →
i

2π
dz1 ∧ dz1 , Ĵ2 →

i

2π

∑4
α=2 dzα ∧ dzα ,

Ĥ → e−k1|z1|
2−k2

∑4
α=2 |zα|

2
, ν̂q → ek1|z1|

2
z q̂11 z

q̂2
2 z

q̂3
3 z

q̂4
4 dz1 .

(5.27)

A few general conclusions can be drawn from this. First, localisation near a point

in A does require all fluxes |ki| to be large. If one of the fluxes is not large then

localisation will happen near a higher-dimensional variety in A. For example, if |k1|
is not large then the wave function will localise near P1 times a point in P

3. We note

that such a partial localisation may actually be sufficient when we come to discuss

Calabi-Yau manifolds embedded in A. For example, localisation near a curve in A will

typically lead to localisation near a point on a Calabi-Yau hyper-surface embedded in

A. Secondly, provided all |ki| are indeed large, localisation on Û near the affine origin

zα ≃ 0, for α = 1, 2, 3, 4, requires all q̂α to be sufficiently small. If a certain q̂α is

large, localisation may still arise near another point in A. For example, if q̂1 is large

while the other q̂α are small, then localisation occurs near z1 = ∞, z2 = z3 = z4 = 0.

5.3 A local Calabi-Yau calculation

So far, we have approached the problem of computing wave function normalisations

on Calabi-Yau manifolds from the viewpoint of the prospective ambient embedding

spaces. In this section, we will take the complementary point of view and carry out

a local calculation on a Calabi-Yau manifold. In the next section, we will show how

to connect this local Calabi-Yau calculation with the ambient space point of view in

order to obtain results as functions of globally defined moduli.

We start with a Calabi-Yau three-fold X and a line bundle L → X with a non-

vanishing first cohomology and associated L-valued harmonic (0, 1)-forms. Our goal

is to determine the normalisation of these harmonic forms by a local calculation,

assuming, at this stage, that localisation indeed occurs. To do this, we focus on a

patch U ⊂ X with local complex coordinates Za, where a = 1, 2, 3, chosen such that

the Kähler form J , associated to the Ricci-flat Calabi-Yau metric, is locally on U well
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approximated by3

J =
i

2π

3∑

a=1

βadZa ∧ dZ̄a , (5.28)

where the βa are positive constants. (It is, of course, possible to set βa equal to one

by further coordinate re-definitions but, for later purposes, we find it useful to keep

these explicitly.) On U , we can approximate the hermitian bundle metric H and the

associated field strength F of L by

H = e−
∑3

a=1Ka|Za|2 ⇒ F = ∂∂ ln H̄ =

3∑

a=1

KadZa ∧ dZ̄a , (5.29)

where Ka are constants which will ultimately become functions of the Calabi-Yau

moduli. The Hermitian Yang-Mills equation, J ∧ J ∧ F = 0, should be satisfied

locally which leads to

J ∧ J ∧ F ⇔ β1β2K3 + β1β3K2 + β2β3K1 = 0 . (5.30)

The resulting equation for the Ka will translate into a constraint on the Calabi-Yau

moduli in a way that will become more explicit later. For now we should note that

it implies not all Ka can have the same sign (given that the βa need to be positive).

Consider harmonic (0, 1)-forms v ∈ H1(X,L). On U , they are approximated by

(0, 1)-forms ν, which must satisfy the local version of the harmonic equations

∂ν = 0 , J ∧ J ∧ ∂(Hν) = 0 . (5.31)

In analogy with the projective case, specifically Eq. (5.27), we assume that K1 < 0

and K2, K3 > 0. Whether these sign choices are actually realised cannot be checked

locally but requires making contact with the global picture – we will come back to

this later. If they are, potentially localising solutions to these equations are of the

form ν = eK1|Z1|2P (Z̄1, Z2, Z3)dZ̄1, where P is an arbitrary function of the variables

indicated. Localisation of these solution still depends on the precise form of the

function P , which cannot be determined from a local calculation. We will return to

this issue in the next section when we discuss the relation to the global picture. For

now, we take a practical approach and work with a monomial basis of solutions given

by

νq = eK1|Z1|2Z̄q11 Z
q2
2 Z

q3
3 dZ̄1 , (5.32)

3We will denote local quantities, defined on the patch U , by script symbols.
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where q = (q1, q2, q3) is a vector with non-negative integers. The normalisation of

these monomial solutions can be explicitly computed and is given by

Mq,p := 〈νq, νp〉loc =
∫

U

νq ∧ ⋆(Hνp) =
i

2
δq,p

∫

U

J ∧ J ∧ νq ∧ (Hνq)

≃ i

4π2
β2β3δq,p

3∏

a=1

∫

C

dZa ∧ dZ̄a|Za|2qae−|Ka||Za|2 . (5.33)

After performing the integration, we find for the locally-computed normalisation

Mq,p = 〈νq, νp〉loc = 2πβ2β3δq,p

3∏

a=1

qa! |Ka|−qa−1 . (5.34)

The appearance of the exponential in each of the integrals in the second line indicates

that there is indeed a chance for localisation to occur. However, the validity and

practical usefulness of this result depends on a number of factors which are impossible

to determine in the local picture. First of all, we should indeed have K1 < 0 and

K2, K3 > 0 for localisation to happen, but these conditions can only be verified by

relating to the global picture. Secondly, families are defined as cohomology classes in

H1(X,L) and at this stage it is not clear precisely how these relate to the monomial

basis forms (5.32). The above calculation shows that the smaller the integers in

q = (q1, q2, q3) the better the localisation and this ties in with the result on projective

spaces in the previous section. Finding the relation between the elements of H1(X,L)

and the local basis forms νq is, therefore, crucial in deciding the validity and accuracy

of the approximation for the physical families. Finally, we would like to express the

local result (5.34) in terms of the properly defined global Calabi-Yau moduli. We will

now address these issues by relating the above local calculation to the full Calabi-Yau

manifold.

5.4 Relating local and global quantities

We will start by relating the local quantities which have entered the previous calcu-

lation to global quantities on the Calabi-Yau manifold, starting with the Kähler form

and the connection on the bundle and then proceeding to bundle-valued forms. This

will allows us to express the result (5.34) for the wave function normalisation in terms

of properly defined moduli.
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5.4.1 Kähler form and connection

We begin, somewhat generally, with a Calabi-Yau three-fold X , a basis {Ji} of its

second cohomology, where i = 1, ..., h1,1(X), and Kähler forms

J =
∑

i

tiJi , (5.35)

with the Kähler moduli t = (ti) restricted to the Kähler cone. Further, we assume

that all the forms Ji, and, hence, J are chosen to be harmonic relative to the Ricci-flat

metric on X specified by the Kähler class [J ]. Note that, despite what Eq. (5.35)

might seem to suggest, the harmonic forms Ji are typically t
i-dependent – all we know

is that their cohomology classes [Ji] do not change with the Kähler class, so they are

allowed to vary by exact forms.

On a small patch U ⊂ X , we would like to introduce the forms Ji, where i =
1, ..., h1,1(X), and

J =
∑

i

tiJi , (5.36)

which are local (1, 1)-forms with constant coefficients which approximate their global

counterparts Ji and J on U . How are these global and local forms related? We first

note that the top forms J ∧ J ∧ J and Ji ∧ J ∧ J are harmonic and must therefore be

proportional

Ji ∧ J ∧ J = ci(t)J ∧ J ∧ J , (5.37)

where ci(t) are functions of the Kähler moduli but independent of the coordinates

of X . By inserting Eq. (5.35) and integrating over X we can easily compute these

constants as

ci(t) =
Ki

K , (5.38)

where the quantities K and Ki were defined in and around Eq. (5.3). On the other

hand, the relation (5.37) holds point-wise and, hence, has a local counterpart

Ji ∧ J ∧ J = ci(t)J ∧ J ∧ J , (5.39)

which must involve the same constants ci(t). Inserting flat forms into Eq. (5.39)

then allows us to determine the ci(t) in terms of the parameters in these forms and

equating these expressions to the global result (5.38) leads to constraints on the local

forms Ji.
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This global-local correspondence has an immediate implication for bundles on X

and their local counterparts on U . Consider a line bundle L → X with first Chern

class c1(L) =
∑

i k
iJi and field strength F = −2πi

∑
i k

iJi. Then, for the local version

F = −2πi
∑

i k
iJi of the field strength we find, using Eqs. (5.38) and (5.39), that

F ∧ J ∧ J = −2πi
kiKi

K J ∧ J ∧ J (5.40)

and, hence, that the local version of the Hermitian Yang-Mills equation is satisfied as

long as the slope µ(L) = kiKi of L vanishes.

To work out the above global-local correspondence more explicitly, we consider a

case with two Kähler moduli, so h1,1(X) = 2. In this case, we can choose complex

coordinates za, where a = 1, 2, 3, on the patch U ⊂ X such that

J1 =
i

2π

∑3
a=1 λadza ∧ dza , J2 =

i

2π

∑3
a=1 dza ∧ dza ,

J =
i

2π

∑3
a=1(λat1 + t2)dza ∧ dza ,

(5.41)

where the λa are constants. (More specifically, starting with two arbitrary (1, 1)-forms

J1 and J2 with constant coefficients, by standard linear algebra, we can always diag-

onalise J2 into “unit matrix form” and then further diagonalise J1 without affecting

J2.) Inserting the above forms into Eq. (5.39) gives

c1(t) =

∑
a λa

∏
b6=a(λbt1 + t2)

3
∏

c(λct1 + t2)
, c2(t) =

∑
a

∏
b6=a(λbt1 + t2)

3
∏

c(λct1 + t2)
, (5.42)

and equating these results to the global ones in Eq. (5.38) imposes constraints on

the unknown local coefficients λa. However, it is not obvious that the λa are Kähler

moduli independent, particularly since the forms Ji do, in general, depend on Kähler

moduli. In the following, we will assume that this is indeed the case, although we do

not, at present, have a clear-cut proof. There are two pieces of evidence which support

this assumption. First, it is not obvious that equating (5.42) with (5.38) allows for

a solution with constant λa (valid for all t) but we find that, in all cases which we

have checked, that it does. Secondly, it is hard to see how a local calculation of the

integrals in Eq. (5.10) can lead to Kähler moduli independent results for ΛijIJ , as four-

dimensional supersymmetry demands, if the λa are ti-dependent. In the following,

we will proceed on the assumption that the λa are indeed ti-independent.
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5.4.2 An example

To complete the above calculation we should consider a specific Calabi-Yau manifold.

As before, we focus on the ambient space A = P1 × P3, discussed in Section 5.2.2,

and use the same notation for coordinates, Kähler forms and Kähler potentials as

introduced there. The Calabi-Yau hyper-surfaces X ⊂ A we would like to consider

are then defined as the zero loci of bi-degree (2, 4) polynomials p, that is sections of the

bundle N̂ = OA(2, 4). This manifold has Hodge numbers h1,1(X) = 2, h2,1(X) = 86

and Euler number η(X) = −168. Its second cohomology is spanned by the restrictions

Ĵi|X , where i = 1, 2, of the two ambient space Kähler forms and, relative to this basis,

the second Chern class of the tangent bundle is c2(TX) = (24, 44). The Kähler class

on X can be parametrised by the restricted ambient space Kähler forms

Ĵ |X = t1Ĵ1|X + t2Ĵ2|X , (5.43)

where t1, t2 > 0 are the two Kähler parameters. Of course neither of these forms is

harmonic relative to the Ricci-flat metric on X associated to the class [Ĵ |X ] (as they
are obtained by restricting the ambient space Fubini-Study Kähler forms) but there

exist forms Ji and J in the same cohomology classes which are. In other words, J

and Ji are the harmonic forms introduced in Eq. (5.35) and we demand that their

cohomology classes satisfy [J ] = [Ĵ |X ], [Ji] = [Ĵi|X ].
The non-vanishing triple intersection numbers of this manifold are given by

d122 = 4 , d222 = 2 ⇒ K = dijkt
itjtk = 2t22(6t1 + t2) . (5.44)

Inserting these results into Eq. (5.38) we find

c1(t) =
2

6t1 + t2
, c2(t) =

4t1 + t2
t2(6t1 + t2)

, (5.45)

and equating these expressions to the local results (5.42) leads to the solution

λ1 = 6 , λ2 = λ3 = 0 , (5.46)

which is unique, up to permutations of the coordinates za. This means, from Eqs. (5.41),

the local forms Ji and J can (after another coordinate re-scaling z1 → z1/
√
6) be

written as

J1 =
i

2π
dz1 ∧ dz1 , (5.47)

J2 =
i

2π

(
1

6
dz1 ∧ dz1 + dz2 ∧ dz2 + dz3 ∧ dz3

)
, (5.48)

J =
i

2π

(
t1dz1 ∧ dz1 + t2

(
1

6
dz1 ∧ dz1 + dz2 ∧ dz2 + dz3 ∧ dz3

))
. (5.49)
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We note that J is of the form (5.28) used in our local calculation and we can match

expressions by setting za = Za and

β1 = t1 +
1

6
t2 , β2 = β3 = t2 . (5.50)

Another interesting observation is that these forms satisfy

Ji ∧ Jj ∧ Jk = − 1

16π3
dijk

3∧

a=1

dza ∧ dza , (5.51)

where dijk are the intersection numbers (5.44) of the manifold in question, that is,

our local forms “intersect” on the global intersection numbers. They also relate in an

interesting way to the ambient space Kähler forms Ĵi. So far, we have considered an

arbitrary patch U on X , but from now on let us focus on a specific choice, starting

with the ambient space patch Û ⊂ A near the affine origin zα ≃ 0. This patch is

of obvious interest since we know from the ambient space discussion in Section 5.2.2

that some wave functions localise on it. If it is sufficiently small, the defining equation

of the Calabi-Yau manifold on Û can be approximated by

p = p0 +

4∑

α=1

pαzα +O(z2) , (5.52)

where p0 and pα are some of the parameters in p. It is possible, by linear transfor-

mations of the homogeneous coordinates on P1 and P3, to eliminate the p0 term and,

in the following, we assume that this has been done. Then, the Calabi-Yau manifold

X = {p = 0} intersects the patch Û at the affine origin and near itX is approximately

given by the hyper-plane equation
∑4

α=1 pαzα = 0. By a further linear re-definition

of coordinates on the P
3 factor of the ambient space, this equation can be brought

into the simpler form

z4 = az1 , (5.53)

where a is a constant. If we restrict the flat versions of the ambient space Kähler

forms, as given in Eq. (5.27), to U using Eq. (5.53), we find that

Ĵi|U = Ji , (5.54)

provided we set a = 1/
√
6. This means on the patch U we understand the rela-

tion between ambient space Kähler forms Ĵi, local Kähler forms Ji and their global

counterparts Ji on X .
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We can now extend this correspondence to (line) bundles and their connections.

As in Section 5.2.2, we consider line bundles L̂ = OA(k1, k2) and we restrict these

to line bundles L = OX(k1, k2) := L̂|X on the Calabi-Yau manifold X . (Of course,

the line bundle L should be thought of as merely part of the full vector bundle of

the compactification in question.) The hermitian bundle metric Ĥ for L̂ was given

in Eq. (5.23) and its local approximation on Û in Eq. (5.27). If we restrict this local

bundle metric on Û to U , using the defining equation (5.53) with a = 1/
√
6, we find

H = Ĥ|U = exp (−(k1 + k2/6)|z1|2 − k2|z2|2 − k2|z3|2)
⇓

F = ∂∂ ln H̄ = −2πi(k1J1 + k2J2) .

(5.55)

We note that this expression of H is of the general form (5.29) used in the local

calculation, provided we set za = Za and identify

K1 = k1 +
1

6
k2 , K2 = K3 = k2 . (5.56)

From the discussion around Eq. (5.40) we also conclude that the Hermitian Yang-

Mills equation is locally satisfied for F , provided that the slope µ(L) = dijkk
itjtk =

2t2(2k1t2 + k2(4t1 + t2)) vanishes. As usual, this is the case on a certain sub-locus of

Kähler moduli space, provided that k1 and k2 have opposite signs.

5.4.3 Wave functions and the matter field Kähler metric

As the last step, we should work out the global-local correspondence for wave func-

tions. As in Section 5.2.2, we consider line bundles L̂ = OA(k1, k2) with k1 ≤ −2

and k2 > 0 with a non-zero first cohomology H1(A, L̂), whose dimension is given in

Eq. (5.24) and with harmonic basis forms ν̂q̂ introduced in Eq. (5.25). These line

bundles restrict to line bundle L = OX(k1, k2) := L̂|X on the Calabi-Yau manifold X

with a non-vanishing first cohomology (see, for example, Ref. [95])

H1(X,L) ∼= H1(A, L̂)
p(H1(A, N̂∗ ⊗ L̂))

. (5.57)

Explicit representatives for this cohomology can be obtained by restrictions ν̂q̂|X ,
although these forms are not necessarily harmonic with respect to any particular

metric. (Also, they have to be suitably identified due to the quotient in Eq. (5.57).

As long as k2 < 4, the cohomology in the denominator of Eq. (5.57) vanishes, so

that the quotient is trivial and the restrictions ν̂q̂|X form a basis of H1(X,L) as

stands.) Finally, we have the monomial basis νq of locally harmonic forms defined in
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Eq. (5.32). In summary, we are dealing with three sets of basis forms and their linear

combinations, namely

ν̂q̂ = ek1|z1|
2
z q̂11 z

q̂2
2 z

q̂3
3 z

q̂4
4 dz1 , ν̂(â) =

∑
q̂ âq̂ν̂q̂ ,

ν̃q̃ = ek1|z1|
2
z q̃11 z

q̃2
2 z

q̃3
3 z

q̃4
1 dz1 , ν̃(ã) =

∑
q̃ ãq̃ν̃q̃ ,

νq = eK1|z1|2zq11 z
q2
2 z

q3
3 dz1 , ν(a) =

∑
q aqνq .

(5.58)

To be clear, hatted wave functions ν̂q̂ are defined on the ambient space A, wave

functions ν̃q̃ refer to their restrictions to the Calabi-Yau patch U and the νq are the

harmonic wave functions on the patch U .

Recall that we need K1 < 0 as a necessary condition for the harmonic solutions

νq to have a finite norm and, by virtue of the identification (5.56), this translates into

K1 < 0 ⇔ −k1 >
k2
6
. (5.59)

Hence, for this particular example, the condition K1 < 0 is not moduli-dependent

and can be satisfied by a suitable choice of line bundle.

We would like to determine the relation between the above three types of forms, or,

equivalently, the relation between the coefficients â, ã and a, given that ν̃(ã) = ν̂(â)|U
are related by restriction and that ν̃(ã) and ν(a) are in the same cohomology class,

so must differ by a ∂-exact L-valued (0, 1)-form.

The first of these correspondences, between â and ã, is easy to establish. Given

the relation is by restriction, there is a matrix S such that ã = Sâ, and using the

approximate defining equation (5.53), we find that

Sq̃,p̂ = δq̃,p̂6
q̂4/2 . (5.60)

To establish the correspondence between a and ã, we first define the matrix T by

〈νq, ν̃p̃〉 = (MT )q,p̃ , (5.61)

where M is the local normalisation matrix computed in Eq. (5.34). Since ν(a) and

ν̃(ã) differ by an exact form, we know that 〈ν(a), ν(b)〉 = a†Mb and 〈ν(a), ν̃(b̃)〉 =
a†MT b̃ must be equal to each other and, since this holds for all a, it follows that

b = T b̃ . (5.62)

The explicit form of the matrix T , from its definition (5.61), is

Tq,p̃ = δq1,p̃1−p̃4δq2,p̃2δq3,p̃3
p̃1!|k1|−p̃1−1

q1!|K1|−q1−1
. (5.63)

136



As discussed earlier, the families correspond to cohomology classes in H1(X,L) and,

in view of Eq. (5.57) and subject to possible identifications, it makes sense to label

families by the hatted basis ν̂q̂ on the ambient space. For simplicity of notation, we

write the hatted indices as I = q̂ from now on. We also recall from Section 5.2.2

that these indices are non-negative and further constrained by I1 = 0, ...,−k1−2 and

I2 + I3 + I4 ≤ k2. With this notation, the matter field Kähler metric is given by the

general expression

GI,J :=
1

2V (S†T †MT S)I,J . (5.64)

Inserting the above results for S and T as well as the local normalisation matrix

(5.34), we find explicitly

GI,J =
NI,J

6t1 + t2
, (5.65)

where the constants NI,J are given by

NI,J =
πJ1!I1!I2!I3!|k1 + k2/6|I1−I4+16I4/2+J4/2+1

2(I1 − I4)!|k1|I1+J1+2kI2+I3+2
2

θ(I1 − I4)δI1−I4,J1−J4δI2,J2δI3,J3.(5.66)

For the lowest mode, I = 0, this number specialises to

N0,0 = 3π
|k1 + k2/6|
|k1|2k22

. (5.67)

A few remarks about this result are in order. First, we note that the Kähler moduli

dependence in Eq. (5.65) is in line with the result (5.10) from dimensional reduc-

tion, as homogeneity of degree −1 is expected. What is surprising however is that

Eq. (5.64), involving V, a cubic function of Kähler moduli, reduces to Eq. (5.65), an

inverse linear function of Kähler moduli. This cancellation may just be a property of

our particular example, stemming from the fact that the parameters βi in Eq. (5.50)

are proportional to the factors in K in Eq. (5.44), which comes out of the global-local

matching. Typically, one would expect quadratic over cubic functions of the Kähler

moduli.

In general, the matter field Kähler metric is also a function of complex structure

moduli. For our example, this dependence has dropped out completely, that is, the

quantities NI,J are constants. This feature results from our linearised local approx-

imation (5.53) of the Calabi-Yau manifold, where all remaining complex structure

parameters can be absorbed into coordinate re-definitions. We do expect complex

structure dependence to appear at the next order, that is, if we approximate the

137



defining equation locally by a quadric in affine coordinates. Also, our result (5.65)

has an implicit complex structure dependence, in that its validity depends on the

choice of complex structure. Whether neglecting the quadratic and higher terms in z

in Eq. (5.52) does indeed provide a good approximation depends, among other things,

on the choice of coefficient in the defining equation p, that is, on the choice of complex

structure. Another feature of our result (5.65) is that it is diagonal in family space

and, formally, this happens because the matrices M , S and T are all diagonal. We

have seen in Section 5.3 that this is a general feature of the matrix M . However, S
and T do not need to be diagonal in general. In our example, this happens due to

the simple form (5.53) of the local Calabi-Yau defining equation and the resulting

diagonal form of the local Kähler form J in Eq. (5.49). Finally, we remind the reader

that the result (5.65) can only be trusted if the line bundle L = OX(k1, k2) satisfies

the condition (5.59), if the flux parameters |ki| are sufficiently large and if the family

numbers I are sufficiently small, in line with our discussion in Section 5.2.

5.5 Final remarks

In this chapter, we have reported progress on computing the matter field Kähler metric

in heterotic Calabi-Yau compactifications. Three main results have been obtained.

First, by dimensional reduction we have derived a general formula (5.10) for the

matter field Kähler metric and we have argued that constraints from four-dimensional

supersymmetry already fully determine the Kähler moduli dependence of this metric.

Secondly, provided large flux leads to localisation of the matter field wave function,

we have shown how the matter field Kähler metric can be obtained from a local

computation on the Calabi-Yau manifold, leading to the general result (5.34). This

result, while quite general, is unfortunately of limited use, mainly since it is not

expressed in terms of the global moduli of the Calabi-Yau manifold. This makes it

difficult to identify the conditions for its validity and it falls short of the ultimate

goal of obtaining the matter field Kähler metric as a function of the properly defined

moduli superfields.

We have attempted to address these problems by working out a global-local rela-

tionship and by expressing the local result in terms of global quantities. This has been

explicitly carried out for the example of Calabi-Yau hyper-surfaces X in the ambient

space P1 × P3, but the method can be applied to other Calabi-Yau hyper-surfaces

(and, possibly complete intersections) as well. Our main result in this context is

the Kähler metric for matter fields from line bundles L = OX(k1, k2) on X given
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in Eqs. (5.65), (5.66), and is expressed as a function of the proper four-dimensional

moduli fields. We have also stated the conditions for this result to be trustworthy,

namely the constraint (5.59) on the line bundle L as well as large fluxes |ki| and small

family numbers.

The global-local relationship established in this way points to two problems of

localised calculations both of which are intuitively plausible. First, the large flux

values demanded by localisation typically also lead to large numbers of families. For

this reason, there is a tension between localisation and the phenomenological re-

quirement of three families. Secondly, large flux typically leads to a “large” second

Chern class c2(V ) of the vector bundle, which might violate the anomaly constraint

c2(V ) ≤ c2(TX). Hence, there is also a tension between localisation and consistency

of the models. It remains to be seen and is a matter of ongoing research whether

consistent three-family models with localisation of all relevant matter fields can be

constructed. It is likely that some of our methods can be applied to F-theory and

be used to express local F-theory results in terms of global moduli of the underlying

four-fold. It would be interesting to carry this out explicitly and check if the ten-

sion between localisation on the one hand and the phenomenological requirement of

three families and cancelation of anomalies on the other hand persists in the F-theory

context.
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6
Conclusion

The purpose of this thesis was to expand the area of string phenomenology by propos-

ing methods to calculate holomorphic Yukawa couplings for a specific class of E8×E8

heterotic models, namely for line bundle models on Complete Intersection Calabi-Yau

manifolds. In addition, we identified a method to evaluate the matter field Kähler

metric for models where sufficiently large gauge fluxes permit the localisation of mat-

ter fields around certain points. Both the holomorphic Yukawa couplings and the

matter field Kähler metric are required to compute the physical Yukawa couplings of

a given heterotic model, so that it can be eventually compared to measurable physics.

The line bundle models that we considered give rise to the correct MSSM spec-

trum, with some additional gauge-neutral bundle moduli. They were borrowed from

a rich database of quasi-realistic models, that was generated several years before this

thesis, through an automated scan [25–27]. At various energy levels, we wanted the

Standard Model, the MSSM and a SUSY GUT to be naturally embedded in the string

model, and similarly, General Relativity and N = 1 supergravity to be low-energy

limits of the gravity sector. For this reason, we compactified the E8×E8 string theory

over a Calabi-Yau manifold X with holomorphic poly-stable vector bundle V , and

we ensured that the resulting 4d action matched the standard N = 1 supergravity

action in Ref. [56] (plus some kinetic terms for the moduli).

From this point forward, we evaluated the holomorphic Yukawa coupling, using

the simplifications that our class of models provided. We started with the well-known

integral
∫
X
Ω ∧ ν1 ∧ ν2 ∧ ν3 and expressed line bundle-valued (0, 1)-forms νi in terms
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of projective ambient space (0, a)-forms ν̂i,a, where a = 1, ..., k + 1 and k is the co-

dimension of X . By defining the type of a form νi as the number τi for which ν̂i,τi 6= 0

and ν̂i,a = 0, for all a > τi, we were able to formulate a vanishing theorem, Eq. (4.46),

according to which the holomorphic Yukawa couplings are zero if τ1+τ2+τ3 is smaller

than the ambient space dimension. In the non-vanishing case, the Yukawa couplings

are calculated as ambient space integrals over products of forms ν̂i,a and we have

showed that the result can also be obtained algebraically, in a way that relates our

method to Refs. [29, 35]. Explicit results were obtained for line-bundle models on the

tetra-quadric (Chapter 3) and on a co-dimension two CICY (Chapter 4), although

the method is general enough to be applied to any CICY in the database.

Altogether, our computational techniques have revealed some interesting phe-

nomenological features. For example, topological constraints such as theorem (4.46)

give a condition for the vanishing of Yukawa couplings that is not based on symmetry

(only topological reasoning is involved). This has been expected since the early days

of heterotic model building (see, for example, Ref. [9]), and can provide an expla-

nation for the relatively light masses of the electron and first-generation quarks. In

some examples discussed in Chapter 3, it was found that the holomorphic Yukawa

couplings depend explicitly on the complex structure moduli and their rank is reduced

for certain regions of the moduli space. Such a dependence can be used to fine-tune

the model according to observation. In addition, global U(1) symmetries arising from

the line bundle sum construction can motivate why certain proton decay operators are

forbidden in the MSSM or various Grand Unified models. The same symmetry crite-

ria can also be applied perturbatively to models with non-Abelian bundle structure

group that are obtained through smooth deformations from the Abelian locus.

In Chapter 5, our computation of the matter field Kähler metric was supported

by the observation that for large gauge flux, the integral
∫
X
νI ∧ ⋆̄V νJ is localised

on a patch U , so that precise knowledge of the Calabi-Yau metric is not needed.

The computation was performed locally and then re-expressed in terms of the global

moduli of the Calabi-Yau manifold, via a global-local relationship. It has to be noted

however that the requirement of a large gauge flux may often be in conflict with the

anomaly cancellation condition c2(V ) ≤ c2(TX) or the phenomenological requirement

for three families. It constitutes an object of future research to establish whether a

consistent and realistic model can be built using the localisation method.

Finally, despite the progress reported in this thesis, a lot of problems in string

phenomenology still remain unresolved. Ideally, we would have liked to construct a

method to evaluate the matter field Kähler metric for general line bundle models,
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and not only for models with large flux. It is uncertain however whether this goal

is achievable, given that the knowledge of the specific Calabi-Yau metric is lacking.

An alternative research avenue would be to compactify on other classes of Calabi-

Yau manifolds, such as hypersurfaces in toric varieties, for which similar methods for

calculating Yukawa couplings could be constructed. In addition, one could investigate

how to apply these methods to vector bundles with non-Abelian structure group,

and in particular to monad bundles, which are built from sums of line bundles [21,

22]. In the end, a complete string model has to also contain mechanisms for moduli

stabilisation and soft supersymmetry breaking. It is only when these problems are

solved that the model can be proposed as “realistic”.
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A
Bundles on Kähler manifolds

In this appendix, we review some standard mathematics for Kähler manifolds and

holomorphic vector bundles thereon, which we rely on in the main part of the text.

The exposition mainly follows Refs. [43], and more details can also be found in

Refs. [44, 45].

Let M be a Kähler manifold of dimension n and E → M be a rank r holomorphic

vector bundle overM with fibres Ex, where x ∈M . The space of E-valued (p, q) forms

on M is denoted by Ap,q(E). The usual operator ∂̄ : Ap,q → Ap,q+1 for differential

forms can be generalised to E-valued forms

∂̄E : Ap,q(E) → Ap,q+1(E) (A.1)

mapping bundle-valued (p, q)-forms to bundle-valued (p, q+1)-forms. Explicitly, this

operator is defined as follows. For a local holomorphic trivialisation s = (s1, s2, . . . , sr)

of E we can write a vector bundle-valued (p, q)-form α ∈ Ap,q(E) as α =
∑r

i=1 α
i⊗si,

where αi ∈ Ap,q are regular (p, q)-forms. Then ∂̄E acts as

∂̄Eα =
r∑

i=1

∂̄αi ⊗ si . (A.2)

Since the transition functions are holomorphic, this definition is independent of the

chosen trivialisation, as it should be. It is straightforward to show from this definition

that ∂̄2E = 0 and that the Leibniz rule

∂̄E(fα) = ∂̄(f) ∧ α + f∂̄E(α) (A.3)
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holds (here, f is a differentiable function on M).

A Hermitian structure on E (which can also be de defined more generally over complex

vector bundles) is defined by providing a Hermitian scalar product hx on each fibre

Ex. Let σ and ρ be two sections of E which, for the aforementioned trivialisation of

E, are expanded as σ =
∑r

i=1 σ
isi and ρ =

∑r
i=1 ρ

isi. Then, the Hermitian structure,

acting on σ and ρ, can be written out as

h(σ, ρ) = Hijσ
iρ̄j = σTHρ̄ , Hij = h(si, sj) . (A.4)

In other words, locally, we can think of the Hermitian structure as being described

by Hermitian r× r matrices H . For a different local trivialisation s′ = (s′1, s
′
2, . . . , s

′
r)

related to the original one by s′i = φjisj, it follows that H transforms as

H ′ = φTHφ̄ . (A.5)

The Hermitian structure h can also be viewed as an isomorphism between the vector

bundle E and its dual E∗, so h : E
≃→ E∗. This isomorphism can be written more

explicitly by introducing a “dual” trivialisation s∗ = (s1∗, . . . , s
r
∗) of the dual bundle

E∗, defined by the relations si∗(sj) = δij . If we further denote the inverse map of h by

h∗ : E∗ ≃→ E then we have

h(si) = Hjis
j
∗ , h∗(si∗) = H̄jisj , H ijHjk = δik . (A.6)

A Hermitian structure allows one to define a generalisation of the Hodge dual oper-

ation ⋆̄E : Ap,q(E) → An−p,n−q(E∗) to vector bundle-valued forms by setting

⋆̄E(α⊗ s) = ⋆(ᾱ)⊗ h(s) , (A.7)

where ⋆ is the regular Hodge star operation on forms. It follows that ⋆̄E◦⋆̄E = (−1)p+q,

in analogy with corresponding rule for the regular Hodge star. Using this generalised

Hodge dual, one can define the scalar product

(α, β) =

∫

M

α ∧ ⋆̄E(β) (A.8)

on Ap,q(E). The adjoint operator ∂̄†E : Ap,q(E) → Ap,q−1(E) of ∂̄E relative to this

scalar product satisfies

(∂̄Eα, β) = (α, ∂̄†Eβ) , (A.9)

and takes the form

∂̄†E = −⋆̄E ◦ ∂̄E∗ ◦ ⋆̄E , (A.10)
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as can be seen explicitly from Eqs. (A.7), (A.8) and (A.9). Furthermore, one can

define the generalised Laplacian

∆E = ∂̄†E ∂̄E + ∂̄E ∂̄
†
E , (A.11)

which is self-adjoint under the above scalar product. Bundle-valued forms α ∈
Ap,q(E) satisfying ∆Eα = 0 are called harmonic with respect to the Hermitian struc-

ture h. For a compact manifold, the harmonic forms α are precisely the closed and

co-closed forms, so the forms satisfying

∂̄Eα = 0, ∂̄†Eα = 0 . (A.12)

These forms are in one-to-one correspondence with the cohomology groupsHp,q(M,E) ∼=
Hq(M,E⊗ΛpΩM). Finally, there is a generalisation of the Hodge decomposition which

states that every form α ∈ Ap,q(E) can be written as a unique sum α = η+∂̄Eβ+∂̄
†
Eγ,

where η is harmonic.

A connection, ∇, on E is a map ∇ : A0(E) → A1(E) which satisfies the Leibniz rule

∇(fσ) = d(f)⊗ σ + f∇(σ) (A.13)

for local sections σ and local functions f . Writing σ =
∑r

i=1 σ
isi in terms of a local

trivialisation s = (s1, . . . , sr) we have

∇(σ) = (dσi + Ai jσ
j)⊗ si , ∇(sj) = Ai jsi , (A.14)

where A is the gauge field. In short, locally, the connection can be written as ∇ =

d+ A, with the gauge field transforming as

A′ = φ−1Aφ+ φ−1dφ (A.15)

under a change of trivialisation, s′i = φjisj. The curvature F∇ ∈ A2(End(E)) is

defined by F∇ = ∇ ◦∇. For a given trivialisation, its local form is

F∇ = dA+ A ∧A . (A.16)

A connection is called compatible with the holomorphic structure if ∇0,1 = ∂̄ and it is

called Hermitian if it satisfies d(h(σ, ρ)) = h(∇(σ), ρ)+h(σ,∇(ρ)) for any two sections

σ and ρ. For a holomorphic vector bundle, there exists a unique Hermitian connection

compatible with the holomorphic structure which is called the Chern connection. In

a local frame, the gauge field associated to the Chern connection is given by

A = H̄−1∂H̄ . (A.17)
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For a holomorphic change of the trivialisation, s′i = φjisj, it is straightforward to

verify that Eq. (A.17) is consistent with the transformation laws (A.5) and (A.15).

It can be shown, using Eq. (A.16), that the curvature of the Chern connection is a

(1, 1)-form and, locally, is explicitly given by

F∇ = ∂̄(H̄−1∂H̄) . (A.18)

In the main part of the thesis, we are calculating certain bundle-valued harmonic

forms and it is, therefore, important to re-write the defining Eqs. (A.12) for such

forms in a simple and explicit way. As before, we introduce local trivialisations

s = (s1, . . . , sr) and s∗ = (s1∗, . . . , s
r
∗) on E and E∗, satisfying si∗(sj) = δij . We start

with two (p, q)-forms α = αisi and β = βis
i
∗ taking values in E and E∗, respectively.

Then from the definition (A.2) of ∂̄E , we have

∂̄E(α) = (∂̄αi)⊗ si , ∂̄E∗(β) = (∂̄βi)⊗ si∗ . (A.19)

For the generalised Hodge star operation (A.7), we get

⋆̄E(α) = (∗ᾱi)⊗ h(si) = Hji(∗ᾱi)⊗ sj∗ , ⋆̄E∗(β) = (∗β̄i)⊗ h∗(si∗) = H̄ji(∗β̄i)⊗ sj .

(A.20)

Combining these equations, we obtain

∂̄†Eα = − ⋆ (δki∂ + H̄kj∂H̄ji) ⋆ α
i ⊗ sk = − ⋆ (δki∂ + Aki) ⋆ α

i ⊗ sk , (A.21)

where A is the Chern connection (A.17). Hence, ∂̄†E corresponds to the dual of the

∇1,0 part of the Chern connection. From the above argument, we conclude that

a harmonic bundle-valued form α, written as α = (α1, . . . , αr)T relative to a local

frame, is characterised by

∂̄α = 0 , (∂ + A) ⋆α = 0 , (A.22)

where A is the gauge field associated to the Chern connection on the bundle. Using

the explicit expression (A.17) for the Chern connection, these equations can be cast

into the somewhat more convenient form

∂̄α = 0 , ∂(H̄ ⋆α) = 0 , (A.23)

with the Hermitian structure H on the bundle.
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B
The coboundary map

It is well-known that for every short exact sequence of sheaves there is an associated

long exact sequence in sheaf cohomology. A crucial ingredient in this correspondence

is the co-boundary map whose construction can be found in standard textbooks, see

for example [45], page 40. Since the co-boundary map plays an important role for

our discussion in the main part of the thesis, we now briefly review its construction.

We start with the short exact sequence

0 −→ A
g−→ B

f−→ C −→ 0 (B.1)

of sheaves A, B, C and sheave morphisms f , g, satisfying f ◦ g = 0. The associated

long exact sequence in cohomology has the form

· · · −→ H i(A)
g−→ H i(B)

f−→ H i(C)
δ−→ H i+1(A)

g−→ H i+1(B)
f−→ H i+1(C) −→ . . . , (B.2)

where f and g are the induced maps in cohomology and δ is the co-boundary map

which needs to be constructed. To be in line with the main part of the thesis, we will

use the language appropriate for vector bundles, rather than more general sheaves,

from now on.

To derive δ, we start with a differential (0, i)-form ν ∈ H i(C) taking values in C.

Since the map f : B → C in (B.1) is surjective it follows that ν can always be written

as ν = f(ν̂) for some form ν̂ ∈ Ωi(B). However, if H i+1(A) 6= 0, the induced map
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f : H i(B) → H i(C) is not surjective, which implies that the form ν̂ is not necessarily

closed. Now we consider ∂̄ν̂ ∈ Ωi+1(B). We get

f(∂̄ν̂) = ∂̄(f(ν̂)) = ∂̄ν = 0 , (B.3)

where we have used the fact that the map f is holomorphic. This implies that ∂̄ν̂ is

in the kernel of f and, by the exactness of the sequence (B.2), it is in the image of

g. That is, there exists an element ω̂ ∈ Ωi+1(A) such that gω̂ = ∂̄ν̂. Moreover, since

g∂̄ω̂ = ∂̄gω̂ = ∂̄2ν̂ = 0 and g is injective, we have ∂̄ω̂ = 0. Hence, ω̂ represents an

element of H i+1(A) and we can define the co-boundary map by

δ(ν) = ω̂ . (B.4)

In summary, the main features of the short exact sequence (B.1) and its long exact

counterpart (B.2) that we will require are as follows. For a (0, i)-form ν ∈ H i(C) and

its image ω̂ = δ(ν) ∈ H i+1(A) under the co-boundary map, there exists a (0, i)–form

ν̂ ∈ Ωi(B) such that

ν = f(ν̂) , ∂̄ν̂ = gω̂ . (B.5)
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C
Harmonic line bundle-valued forms on P

n

One of the main ingredients of our calculation of Yukawa couplings is the explicit

construction of bundle-valued forms, representing line bundle cohomologies on the

ambient space. Since the ambient spaces under consideration are products of projec-

tive spaces, it is sufficient to discuss a single projective space Pn.

We begin by setting up and reviewing standard facts about projective space in-

cluding the Fubini-Study metric. One way to obtain a one-to-one correspondence

between cohomology and forms is to focus on harmonic forms and we will do this

relative to the Fubini-Study metric. Line bundles, their Chern connections and coho-

mology are the subject of the next two parts of the appendix. Most of this material

can be found in standard textbooks, such as Refs. [43, 45, 46]. Finally, we explain

how harmonic line-bundle valued forms are related under multiplication.

C.1 Basics of projective space

As explained in Section 2.5.1, the complex projective space Pn is the set of complex

lines through the origin in Cn+1. We denote coordinates on Cn+1 by xα, where

α = 0, 1, ..., n. The element of Pn given by the line through the origin and a point

(x0, x1, ..., xn) (with at least one xα 6= 0) is denoted by (x0 : x1 : ... : xn) ∈ Pn.

The standard open patches on Pn are Uα = {(x0 : x1 : ... : xn)|xα 6= 0}, where

α = 0, ..., n + 1, with associated charts (Uα, φα) and maps φα : Uα → Cn defined by

φα(x0 : x1 : ... : xn) = (ξα0 , ξ
α
1 , ..., ξ̂

α
α, ..., ξ

α
n). Here, ξαµ = xµ/xα are the coordinates on
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Cn and it is understood that ξαα = 1 is discarded. For an overlap Uα ∩ Uβ 6= ∅, the
transition functions φβα = φβ ◦ φ−1

α : Cn → Cn takes the form ξαµ 7→ ξβµ = xα
xβ
ξαµ .

On each patch Uα, the Fubini-Study Kähler potential can be written as

Kα =
i

2π
ln(κα) , κα =

n∑

µ=0

|ξαµ |2 . (C.1)

The associated Fubini-Study Kähler form is given by

J = ∂∂Kα (C.2)

as usual and it is easy to check that this definition is independent of α on the overlaps

and, hence, gives a globally defined form on Pn. The above Kähler form is normalised

such that
∫

Pn

Jn = 1 . (C.3)

It will frequently be convenient to work on the patch U0 = Cn whose coordinates we

also denoted by zµ = xµ/x0, where µ = 1, ..., n, and we write κ = κ0 = 1+
∑n

µ=1 |zµ|2.

C.2 Line bundles on projective space

The kth power of the hyperplane bundle on Pn is denoted by L = OPn(k). For each

patch Uα, a hermitian bundle metric on L is given by

Hα = κ−kα . (C.4)

On the patch U0, we also write H = H0 = κ−k. The associated Chern connection

∇0,1 = ∂̄ and ∇1,0 = ∂ + Aα is specified by the gauge field

Aα = ∂lnH̄α = −k∂lnκα = 2πik∂Kα , (C.5)

whose curvature Fα = dAα = −∂∂lnH̄α is explicitly given by

Fα = k∂∂̄lnκα = −2πik∂∂̄Kα = −2πikJ . (C.6)

For the first Chern class of L = OPn(k), this implies

c1(OPn(k)) =
i

2π
F = kJ , (C.7)

as expected.
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C.3 Line bundle cohomology

The dimension of line bundle cohomology for a line bundle K = OPn(k) is described

by Bott’s formula

hq(Pn,OPn(k)) =





(n+ k)!

n!k!
, for q = 0, k ≥ 0 .

(−k − 1)!

n!(−k − n− 1)!
, for q = n, k ≤ −(n+ 1) .

0 , otherwise .

(C.8)

This means that line bundles OPn(k) in the “gap” −n + 1 < k < 0 only have trivial

cohomologies, while all other line bundles have precisely one non-trivial cohomology.

For k ≥ 0, this non-trivial cohomology is the zeroth cohomology with dimension given

in the first row of Eq. (C.8). For k ≤ (−n− 1), on the other hand, only the highest,

nth cohomology is non-trivial with dimension given in the second row of Eq. (C.8).

We would like to represent these cohomologies by line bundle valued (0, q)–forms

which are harmonic relative to the Fubini-Study metric. Such forms να should, on

each patch Uα satisfy the equations (see Appendix A for details)

∂̄να = 0 , ∂(H̄α ∗ να) = 0 , (C.9)

where Hα is the hermitian bundle metric (C.4). To solve these equations, we should

distinguish the different cases displayed in the Bott formula (C.8).

1. K = OPn(k) with k ≥ 0:

In this case, H0(Pn,OPn(k)) is the only non-zero cohomology, so we are looking

for sections, that is harmonic (0, 0)–forms. On the patch U0 they are given by

ν(k) = P(k)(z1, ..., zn) , (C.10)

where P(k) are polynomials of degree k in zµ. It is straightforward to check

that these have the correct transition functions upon transformation to another

patch. Note that the dimension of the space of degree k polynomials in n

variables is indeed given by the first line in the Bott formula (C.8), as required.

2. K = OPn(k) with −(n+ 1) < k < 0:

In this case, all cohomologies vanish and there are no harmonic forms to con-

struct.
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3. K = OPn(k) with k ≤ −(n+ 1):

In this case, Hn(Pn,OPn(k)) is the only non-vanishing cohomology, so we are

looking for harmonic (0, n)–forms. It is straightforward to verify that, on the

patch U0, these can be written as

ν(k) = κkP(k)(z̄1, ..., z̄n)dz̄1 ∧ ... ∧ dz̄n , (C.11)

where P(k) are polynomials of degree −k − n − 1 in the n variables zµ. Note

that the dimension of this polynomial space equals the value in the second row

of the Bott formula (C.8), as it should.

For uniformity of notation, in the following P(k) for k ≥ 0 denotes a polynomial of

degree k in zµ, while P(k) for k ≤ −n− 1 denotes a polynomial of degree −k − n− 1

in zµ.

C.4 Multiplication of harmonic forms

Calculating Yukawa couplings requires performing wedge products of harmonic bundle-

valued forms on Pn (or on products of projective spaces) and we would like to under-

stand in detail how this works. As we have seen, on Pn, we have harmonic bundle-

valued (0, 0)-forms ν(k) = P(k), which represent the cohomology H0(Pn,OPn(k)) for

k ≥ 0 and harmonic bundle-valued (0, n) forms ν(k) = κkP(z)dz1 ∧ ... ∧ dzn, which

represent the cohomology Hn(Pn,OPn(k)) for k ≤ −n− 1. Performing a wedge prod-

uct between any two of those forms clearly produces a ∂–closed form which is a

representative of the appropriate cohomology. If this wedge product is between two

harmonic (0, 0)–forms the result is clearly again a harmonic (0, 0)–form. However,

the situation is more complicated for a product of a harmonic (0, 0)– form and a har-

monic (0, n)–form. The result is a ∂–closed (0, n)–form which, however, is generally

not harmonic. An obvious problem is to find the harmonic (0, n)–form in the same

cohomology class as this product.

To discuss this in detail, we start with a harmonic (0, 0)–form p(δ) representing a

class in H0(Pn,OPn(δ)) and a harmonic (0, n)–form

ν(k−δ) = κk−δP(k−δ)dz1 ∧ ... ∧ dzn (C.12)

representing a class in Hn(Pn,OPn(k− δ)), where k ≤ −n− 1. The product p(δ)ν(k−δ)

is ∂-closed, but not generally harmonic, and defines a class in Hn(Pn,OPn(k)), whose

harmonic representative we denote by

ν(k) = κkQ(k)dz1 ∧ ... ∧ dzn . (C.13)
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This harmonic representative differs from the original product by an exact piece, so

we have an equation of the form

p(δ)ν(k−δ) + ∂s = ν(k) , (C.14)

where s is a section of OPn(k). It turns out, and will be shown below, that the correct

ansatz for s is

s = κk−δ+1(S(1)dz2∧...∧dzn−S(2)dz1∧dz3∧...∧dzn+...+(−1)n−1S(n)dz1∧...∧dzn−1),

(C.15)

where the S(i) are multivariate polynomials of degree δ−1 in zi and of degree−k+δ−n
in zi. Eq. (C.14) can be solved by inserting the various differential forms including the

most general polynomials of the appropriate degrees and then matching polynomials

coefficients. In this way, given p(δ) and ν(k−δ), both s and ν(k) can be determined as we

will see below. While this is straightforward in principle, the details are complicated.

However, the main result can be stated in a simple way and we would like to do this

upfront. It turns out that the polynomial Q(k) which determines ν(k) is given by

Q̃(k) = cp̃(δ)P̃(k−δ) , where c =
(−k − 1)!

(−k + δ − 1)!
. (C.16)

We recall that the tilde denotes the homogenous counterparts of the various polynomi-

als, so all polynomials in the above equation depend on the homogeneous coordinates

xµ, where µ = 0, 1, ..., n. The polynomial “multiplication” on the RHS of this equation

should be carried out by converting the coordinates xµ in p̃(δ) into the partial deriva-

tives ∂/∂xµ which then, in turn, act on P̃(k−δ) which depends on xµ. Note that this

leads to the correct degree required for the polynomial Q̃(k). This remarkably simple

solution to Eq. (C.14) is the key to converting the calculation of Yukawa couplings

into an “algebraic” calculation. From this result, the wedge products of harmonic

forms which appears in the Yukawa integral can simple be converted into polynomial

multiplication, with the appropriate conversion of coordinates into partial derivatives,

as discussed. Although s is determined by Eq. (C.14), we are unfortunately not aware

of a formula for s as simple as Eq. (C.16).

In order to prove Eq. (C.16), we first note the derivative

∂s = κk−δ+1
(
∂z1S

(1) + ∂z2S
(2) + ...+ ∂znS

(n)
)
dz1 ∧ ... ∧ dzn +

(k − δ + 1)κk−δ
(
z1S

(1) + ...+ znS
(n)
)
dz1 ∧ ... ∧ dzn . (C.17)
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Inserting this together with Eqs. (C.12) and (C.13) into Eq. (C.14) leads to

pP + κ

n∑

i=1

∂ziS
(i) − (−k + δ − 1)

n∑

i=1

ziS
(i) = κδQ . (C.18)

Next, we should write out each of the polynomials explicitly. For each S(i) we have

S(i) =
∑

{0≤i1+...+in≤δ−1}

∑

{0≤j1+...+jn≤−k+δ−n}

c
(i)
i1...in;j1...jn

zi11 ...z
in
n z

j1
1 ...z

jn
n , (C.19)

with coefficients c
(i)
i1...in;j1...jn

such that (i1, ..., in; j1, ..., jn) represents any index combi-

nation satisfying 0 ≤ i1+ ...+ in ≤ δ−1 and 0 ≤ j1+ ...+ jn ≤ −k+ δ−n. Similarly,

we can expand the other polynomials

p(δ) =
∑

0≤i1+...+in≤δ

ai1...inz
i1
1 ...z

in
n , (C.20)

P(k−δ) =
∑

0≤j1+...+jn≤−k+δ−n−1

bj1...jnz
j1
1 ...z

jn
n , (C.21)

Q(k) =
∑

0≤j1+...+jn≤−k−n−1

qj1...jnz
j1
1 ...z

jn
n . (C.22)

A useful polynomial expansion of κ = 1 + z1z1 + ...+ znzn is given by

κδ =
∑

0≤i1+...+in≤δ

δ!

i1!i2!...in!(δ − i1 − ...− in)!
zi11 ...z

in
n z

i1
1 ...z

in
n . (C.23)

Now substituting the polynomials from Eq. (C.19)-(C.23) into Eq. (C.18), one can

derive the following identity, by extracting the coefficient of the zi11 ...z
in
n z

i1+j1
1 ...zin+jnn

term

δ!

i1!...in!(δ − i1 − ...− in)!
qj1...jn = ai1...inbl1...ln +

n∑

s=1

(ls + 1)c
(s)
i1...in;l1...ls+1...ln

+

n∑

s=1

(k − δ + 1 + ls)c
(s)
i1...is−1,...,in;l1...ln

+

n∑

s=1

n∑

r=1
r 6=s

(ls + 1)c
(s)
i1...ir−1...in;l1...lr−1...ls+1...ln

, (C.24)

where we have denoted ls = is+ js, for all s = 1, ..., n. Note, however, that Eq. (C.24)

is true only if all is are strictly positive and strictly smaller than δ −∑n
r 6=s ir. For

is = 0 the c
(s)
i1,...,is−1,...,in;l1...ln

term is not present, because the polynomial expansion of

S(s) contains only positive exponents. For is = δ−∑n
r 6=s ir, the term c

(s)
i1...in;l1...,ls+1,...,ln
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is missing, because it does not respect the summation rule of Eq. (C.19). However,

we can conventionally define all these unwanted c(s) coefficients to be zero, so that

Eq. (C.24) is valid for any is ≥ 0.

In order to solve the above set of equations for qj1...jn, it is useful to define the

quantities

βi1...in =
(−k + δ − n− 1− (i1 + ...+ in)− (j1 + ... + jn))!

(−k − n− 1− (j1 + ...+ jn))!

(i1 + j1)!

j1!
...
(in + jn)!

jn!
,

(C.25)

which satisfy the following combinatorial identity

∑

0≤i1+...+in≤δ

βi1...in
δ!

i1!...in!(δ − i1 − ...− in)!
=

(−k + δ − 1)!

(−k − 1)!
. (C.26)

A proof of this identity can be found at the end of this appendix. Next, we multiply

both sides of Eq. (C.24) by βi1...in and then sum over all indices {i1, ..., in} with

0 ≤ i1 + ... + in ≤ δ. This trick removes all coefficients c(s) from our equation, as a

result of the identity

∑

0≤i1+...+in≤δ

βi1...in

( n∑

s=1

(ls + 1)c
(s)
i1...in;l1...ls+1...ln

+
n∑

s=1

(k − δ + 1 + ls)c
(s)
i1...is−1...in;l1...ln

+
n∑

s=1

n∑

r=1
r 6=s

(ls + 1)c
(s)
i1...ir−1...in;l1...lr−1...ls+1...ln

)
= 0 . (C.27)

To see this, consider the weight w of an arbitrary coefficient c
(n)
i1...in;l1...ls+1...ln

in the

above sum, defined as

w = (k − δ + 2 + ls)βi1...is+1...in + (ls + 1)βi1...in + (ls + 1)
n∑

r=1
r 6=s

βi1...ir+1...in . (C.28)

Starting from the definition of β in Eq. (C.25), we notice that

(ls + 1)βi1...ir+1...in = (lr + 1)βi1...is+1...in, ∀r 6= s . (C.29)

Therefore, the weight of c
(n)
i1...in;l1...ls+1...ln

becomes

w = (k − δ +
n∑

r=1

lr + n + 1)βi1...is+1...in + (ls + 1)βi1...in, (C.30)

which vanishes. Coming back to Eq. (C.24), we multiply with βi1...in and sum over

all {i1, ..., in} with 0 ≤ i1 + ... + in ≤ δ. This removes c(i) and leads to an equation
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for the coefficients of Q, namely

qj1...jn =
(−k − 1)!

(−k + δ − 1)!

∑

0≤i1+...+in≤δ

βi1...inai1...inbl1,...,ln . (C.31)

We should now compare this result for Q, obtained by solving Eq. (C.14), with the

proposed solution (C.16). To this end, we convert all relevant polynomials into their

homogeneous counterparts and also convert the coordinates in p̃(δ) into derivatives.

This leads to

p̃(δ) =
∑

i0+...+in=δ

ai1...in

(
∂

∂x0

)i0 ( ∂

∂x1

)i1
...

(
∂

∂xn

)in
, (C.32)

P̃(k−δ) =
∑

j0+...+jn=−k+δ−n−1

bj1...jnx
j0
0 x

j1
1 ... x

jn
n , (C.33)

Q̃(k) =
∑

j0+...+jn=−k−n−1

qj1...jnx
j0
0 x

j1
1 ... x

jn
n . (C.34)

Inserting this into the RHS of Eq. (C.16) gives

p̃(δ)P̃(k−δ) =
∑

{i0+...+in=δ}

∑

{j0+...+jn=−k−n−1}

(i0 + j0)!

j0!
...
(in + jn)!

jn!︸ ︷︷ ︸
βi1...in

ai1...inb(i1+j1)...(in+jn)x
j0
0 x

j1
1 ...x

jn
n ,

(C.35)

and inserting the result (C.31) for the coefficients of Q proves Eq. (C.16).

Proof of Eq. (C.26): We start from the n = 1 equation

δ∑

i=0

(−k + δ − 2− i− j)!(i+ j)!

(−k − j − 2)!j!

δ!

i!(δ − i)!
=

(−k + δ − 1)!

(−k − 1)!
, (C.36)

which can be proven by explicit calculation. It is then useful to write the sum for

n > 1 as

δ∑

i1=0

δ−i1∑

i2=0

...

δ−i1−...−in−1∑

in=0

(−k + δ − n− 1−∑n
s=1 ls)!

(−k − n− 1−∑n
s=1 js)!

l1!

j1!
...
ln!

jn!

δ!

i1!...in!(δ − i1 − ...− in)!
,

(C.37)

and to perform the summation step by step, starting from in and ending with i1,

while using Eq. (C.36) every time. For in, we use Eq. (C.36) with δn = δ −∑n−1
s=1 is

instead of δ and kn = k + n− 1 +
∑n−1

s=1 js instead of k, which leads to
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δ−i1−...−in−1∑

in=0

(−k + δ − n− 1−∑n
s=1 ls)!

(−k − n− 1−∑n
s=1 js)!

ln!

jn!

δ!

in!(δ − i1 − ...− in)!
=

=
(−k + δ − n−∑n−1

s=1 ls)!

(−k − n−∑n−1
s=1 js)!

δ!

(δ −∑n−1
s=1 is)!

=
(−kn−1 + δn−1 − 2− ln−1)!

(−kn−1 − 2− jn−1)!

δ!

(δn−1 − in−1)!
.

(C.38)

After performing all the sums, we obtain the required result, (C.26).
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D
The boundary integral

When deriving the Yukawa coupling in the main text, in particular converting Eq. (3.20)

into Eq. (3.24) in Chapter 3 and Eq. (4.25) into Eq. (4.26) in Chapter 4, we have ne-

glected the boundary term which arises from the partial integration. In this appendix,

we show that this boundary term does indeed vanish for the cases discussed.

Before we get to Yukawa couplings, it might be useful to note that this boundary

term can indeed be important for certain integrals of interest. Consider the tetra-

quadric in the ambient space A = P1×P1×P1×P1, with the four ambient space Kähler

forms Ĵi, where i = 1, 2, 3, 4, normalised as
∫
P1 Ĵi = 1 and their restrictions Ji = Ĵi|X

to the tetra-quadric. An object of interest are the triple-intersection numbers of the

tetra-quadric, for example

d123 =

∫

X

J1 ∧ J2 ∧ J3 . (D.1)

It is well-known [38] how to compute these intersection numbers by introducing the

two-form µ = 2
∑4

i=1 Ĵi and re-writing the above expression as an ambient space

integral. This leads to

d123 =

∫

A

Ĵ1 ∧ Ĵ2 ∧ Ĵ3 ∧ µ = 2 . (D.2)

This method is applicable since the ambient space version Ĵ1∧ Ĵ2∧ Ĵ3 of the integrand
is a closed form. However, alternatively, we may proceed to evaluate the integral (D.1)
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by inserting a δ-function, as we did for Eq. (3.20) and, subsequently, using the current

identity (3.23). This leads to

d123 =
1

2πi

∫

A

Ĵ1 ∧ Ĵ2 ∧ Ĵ3 ∧ ∂̄
(
1

p

)
∧ dp = 1

2πi

∫

A

Ĵ1 ∧ Ĵ2 ∧ Ĵ3 ∧
(
∂̄z̄4

(
1

p

)
dz̄4

)
∧ dp .
(D.3)

Since the Kähler forms Ĵi are ∂̄-closed, integration by parts and neglecting the bound-

ary term leads to d123 = 0, in contradiction with (D.2). Hence, in this case, the result

comes entirely from the boundary term

d123 =
1

2πi

∫

P1×P1×P1×γ4

Ĵ1 ∧ Ĵ2 ∧ Ĵ3 ∧
dp

p
. (D.4)

where γ4 is a contour with |z4| → ∞. In this limit, p ∼ z24 and p−1dp ∼ 2z−1
4 dz4,

which leads to the correct answer d123 = 2.

For Yukawa integrals, the integrand is typically not a closed form, so the δ-function

current should be used to re-write them as ambient space integrals. As the above

example indicates, we should be careful about the boundary term.

D.1 The co-dimension one case

We start with the ambient space

A = P
n1 × P

n2 × · · · × P
nm ,

m∑

i=1

ni = 4 (D.5)

and a Calabi-Yau hypersurface X ⊂ A defined as the zero locus of a polynomial p

of multi-degree (n1 + 1, ..., nm + 1). The relevant integral for the Yukawa couplings,

before the integration by parts, reads1

λ(ν1, ν2, ν3) =

∫

X

Ω ∧ ν1 ∧ ν2 ∧ ν3 ∼
∫

C4

d4z ∧ ν̂1 ∧ ν̂2 ∧ ν̂3 ∧ ∂̄
(1
p

)
, (D.6)

where z1, ..., z4 are affine coordinates on a patch C4 of A. Let us introduce the (0, 3)-

form

α̂ = ν̂1 ∧ ν̂2 ∧ ν̂3 ∈ Ω3(A,OA) , (D.7)

which takes values in the trivial bundle. Further, we define the form β̂ by

∂̄α̂ = pβ̂ . (D.8)

1In this Appendix we ignore various numeric prefactors since they do not matter for our discussion.
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Note that β̂ ∈ H4(A,OA(−n1 − 1, ...,−nm − 1)) ∼= C and, hence, that β̂ is uniquely

fixed up to an overall constant and an exact form, both of which are irrelevant for

the present purposes. A harmonic representative for β̂ can be written down following

the rules in Appendix C (see also Section 3.2.3 for the case A = P1 × P1 × P1 × P1)

and this leads to

β̂ ∼ d4z̄

κn1+1
1 . . . κnm+1

m

. (D.9)

In order to understand the boundary integral, we need to study the limit when the

modulus of one of the coordinates, say z1, goes to infinity. Let us assume that z1 is

an affine coordinate of the first projective factor Pn1. Then, for large |z1|, we have

β̂ ∼ d4z̄

zn1+1
1 z̄n1+1

1

, pβ̂ ∼ d4z̄

z̄n1+1
1

. (D.10)

Let us solve Eq. (D.8) for α̂ in this limit. The general solution for α̂ is given by

α̂ = α̂0+α̂1, where α̂0 is the general solution to the homogeneous equation ∂̄α̂ = 0 and

α̂1 is a partial solution to the inhomogeneous equation (D.8). For a four-dimensional

ambient space of the form (D.5), we have H3(A,OA) = 0, and, hence, α̂0 is exact

and, therefore, irrelevant for the integral. From Eq. (D.10) we conclude that

α̂ = α̂1 =
1

z̄n1
1

α̂′ , (D.11)

where α̂′ is a (0, 3)-form independent of z1, z̄1 and dz̄1. Note that α̂→ 0 for large |z1|.
From Eq. (D.6) we find that the boundary term in the limit |z1| → ∞ behaves as

∫

C3×γ1

d4z ∧ α̂

p

∣∣∣
|z1|→∞

, (D.12)

where γ1 is the circle at infinity in the complex plane parameterised by z1. This

contour integral is zero since, generically, p ∼ zn1+1
1 and α̂→ 0 for large |z1|.

D.2 The co-dimension two case

We will now repeat this discussion for a co-dimension two CICY with ambient space

A = P
n1 × P

n2 × · · · × P
nm ,

m∑

i=1

ni = 5 . (D.13)

The CICY X ⊂ A is defined as the common zero locus of a pair of polynomials

p = (p1, p2) with multidegrees q1 = (q11, ..., q
m
1 ) and q2 = (q12, ..., q

m
2 ), satisfying the
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Calabi-Yau condition qi1+q
i
2 = ni+1, for all i = 1, ..., m. Introducing affine coordinates

(z1, ..., z5) on a patch in A, the formula for the Yukawa coupling can be written as

λ ∼
∫

C5

d5z ∧ α̂ ∧ ∂̄
( 1

p1

)
∧ ∂̄
( 1

p2

)
, (D.14)

where α̂ is given by (D.7). Using the results from Section 4.1.2, we obtain

∂̄α̂ = pβ̂ = p1β̂
1 + p2β̂

2 ,

∂̄β̂1 = −p2η̂ , ∂̄β̂2 = p1η̂ , (D.15)

∂̄η̂ = 0 .

From Eqs. (D.7), (D.15) it follows that

β̂a ∈ Ω4(A,OA(−qa)) , η̂ ∈ H5(A,OA(−q1 − q2)) = H5(A,Λ2N ∗) ∼= C . (D.16)

This means that the form η̂ is unique up to a multiplicative coefficient and an exact

form, both irrelevant in the present context. As in the previous subsection, we can

use the results from Appendix C to write down the harmonic representative

η̂ ∼ d5z̄

κn1+1
1 . . . κnm+1

m

. (D.17)

To compute the boundary integrals we need to study the behaviour in the limit when

the modulus of one of the affine coordinates, say z1, goes to infinity. Let us assume

that z1 is an affine coordinate of the first projective factor Pn1. In the large |z1| limit

we obtain

η̂ ∼ d5z̄

zn1+1
1 z̄n1+1

1

, p1η̂ ∼ d5z̄

z
q12
1 z̄

n1+1
1

, p2η̂ ∼ d5z̄

z
q11
1 z̄

n1+1
1

. (D.18)

Using Eq. (D.15), we can now obtain the behaviour of β̂a and α̂ in the limit of large

|z1|. Their general solution is given by

β̂a = β̂a0 + β̂a1 , α̂ = α̂0 + α̂1 , (D.19)

where β̂a0 , α̂0 are the general solutions to the corresponding homogeneous equations

and β̂a1 , α̂1 are partial solutions to the inhomogeneous equations. For a 5-dimensional

ambient space of the form (D.13), we have H3(A,OA) = 0 and H4(A,OA(−qa)) = 0,

so that α̂0 and β̂a0 are both exact and can be discarded. Solving for β̂a1 and α̂1 yields

β̂1 = β̂1
1 ∼ dz̄2 ∧ · · · ∧ dz̄5

z
q11
1 z̄

n1
1

, β̂2 = β̂2
1 ∼ dz̄2 ∧ · · · ∧ dz̄5

z
q12
1 z̄

n1
1

,

α̂ = α̂1 =
1

z̄n1
1

α̂′ , (D.20)
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where α̂′ is a (0, 3)-form independent of z1, z̄1 and dz̄1.

Now we have all the ingredients to integrate by parts in (D.14). Doing this once

leads to

λ ∼
∫

C5

d5z ∧ β̂1 ∧ ∂̄
( 1

p2

)
+ boundary terms . (D.21)

We focus on the boundary terms in this expression for |z1| → ∞ and first note that

∂

∂z̄1

( 1

p1

)
dz̄1 ∧ ∂̄

( 1

p2

)
=

∂

∂z̄1

( 1

p1

)
dz̄1 ∧ ∂̄1̂

( 1

p2

)
, (D.22)

where ∂̄1̂ is the Dolbeault operator with the derivative over z̄1 omitted. Then the

boundary term for |z1| → ∞ turns into

∫

C4×γ1

d5z ∧ α̂

p1
∧ ∂̄1̂

( 1

p2

)∣∣∣
|z1|→∞

. (D.23)

In the limit of large |z1|, we generically have p1 ∼ z
q11
1 p

′
1, p2 ∼ z

q12
1 p

′
2, where p

′
1, p

′
2 are

holomorphic polynomials independent of z1. Inserting this into Eq. (D.23) gives

∫

C4×γ1

d5z ∧ α̂

zn1+1
1

1

p′1
∧ ∂̄1̂

( 1

p′2

)∣∣∣
|z1|→∞

. (D.24)

This integral is indeed zero, because n1 > 0 and α̂→ 0 at infinity.

Finally, we need to perform the second integration by parts in the first term in

Eq. (D.21). As before, we focus on the boundary term for |z1| → ∞, which is given

by

∫

C4×γ1

d5z ∧ β̂1

p2

∣∣∣
|z1|→∞

∼
∫

C4×γ1

d5z ∧ dz̄2 ∧ · · · ∧ dz̄5
zn1+1
1 z̄n1

1 p
′
2

∣∣∣
|z1|→∞

= 0 . (D.25)
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