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*O objetivo desta versão adaptada utilizando R Notebook é reapresentar à análise realizada no idioma Português Brasileiro para que mais pessoas possam obter acesso ao conteúdo publicado originalmente em inglês no* [*blog de Simon Jackson*](https://drsimonj.svbtle.com/how-to-calculate-internal-consistency)*.*

Vamos obter psicometria e aprender uma série de maneiras de calcular a consistência interna de um teste ou questionário em R. Estaremos cobrindo:

**1.** Correlação média entre itens.  
**2.** Correlação média total do item.  
**3.** Alfa de Cronbach.  
**4.** Confiabilidade dividida. *(ajustada usando a fórmula da profecia de Spearman-Brown)*  
**5.** Confiabilidade composta.

Se você não conhece nada disso, aqui estão alguns recursos para você se atualizar:  
• [Consistência interna (Wikipédia)](https://pt.wikipedia.org/wiki/Consist%C3%AAncia_interna).  
• [Alfa de Cronbach (Wikipédia)](https://pt.wikipedia.org/wiki/Alfa_de_Cronbach).  
• [Uso do Coeficiente Alfa de Cronbach em Avaliações (Infoteca-e/Embrapa)](https://www.infoteca.cnptia.embrapa.br/bitstream/doc/936813/1/DOC482011ID112.pdf).  
• [Alfa de Cronbach (Blog Sonia Vieira)](http://soniavieira.blogspot.com/2015/10/alfa-de-cronbach.html).

### Os pacotes

Acrescentei este trecho de código R a fim de faciliar na instalação dos pacotes utilizados nesta análise.

# Verificar e instalar o(s) pacote(s) a utilizar na analise.  
pacotes\_analise <- c("tidyverse","corrr","psych","lavaan")   
# Necessarios apenas para RMarkdown.  
pacotes\_padrao <- c("installr","rmarkdown","tinytex","prettydoc")   
if (length(setdiff(c(pacotes\_padrao, pacotes\_analise), rownames(installed.packages()))) > 0) {  
 install.packages(setdiff(c(pacotes\_padrao, pacotes\_analise), rownames(installed.packages())))   
 # RMarkdown precisa de Pandoc e MiKTeX instalados. https://miktex.org/2.9/setup.  
 install.pandoc()   
}

### Os dados

Para este notebook, usaremos dados sobre uma medida de personalidade Big 5 que está disponível gratuitamente nos [Testes de Personalidade](http://personality-testing.info/). Você pode fazer o download dos dados [AQUI](http://personality-testing.info/_rawdata/BIG5.zip) ou se preferir, à execução do código a seguir manipulará o download e salvará os dados em um objeto chamado dados:

# Setando codificacao para representar qualquer caractere universal padrao Unicode.  
options(encoding="UTF-8")  
   
# Setando o local da pasta de trabalho.  
setwd("E:/Outras Analises R/Calculo da consistencia interna em R")  
  
arq\_temp <- tempfile()  
download.file("http://personality-testing.info/\_rawdata/BIG5.zip", arq\_temp, mode="wb")  
dados <- read.table(unz(arq\_temp, "BIG5/data.csv"), header = TRUE, sep="\t")  
unlink(arq\_temp); rm(arq\_temp)

No momento em que o post original foi escrito, este conjunto de dados continha dados para 19719 pessoas, começando com algumas informações demográficas e, em seguida, suas respostas em 50 itens: 10 para cada dimensão do Big 5. Isso é um pouco demais, então vamos reduzi-lo para trabalhar nos primeiros 500 participantes e nos itens de extroversão (E1 para E10):

dados <- dados[1:500, paste0("E", 1:10)]  
str(dados)

## 'data.frame': 500 obs. of 10 variables:  
## $ E1 : int 4 2 5 2 3 1 5 4 3 1 ...  
## $ E2 : int 2 2 1 5 1 5 1 3 1 4 ...  
## $ E3 : int 5 3 1 2 3 2 5 5 5 2 ...  
## $ E4 : int 2 3 4 4 3 4 1 3 1 5 ...  
## $ E5 : int 5 3 5 3 3 1 5 5 5 2 ...  
## $ E6 : int 1 3 1 4 1 3 1 1 1 4 ...  
## $ E7 : int 4 1 1 3 3 2 5 4 5 1 ...  
## $ E8 : int 3 5 5 4 1 4 4 3 2 4 ...  
## $ E9 : int 5 1 5 4 3 1 4 4 5 1 ...  
## $ E10: int 1 5 1 5 5 5 1 3 3 5 ...

Aqui está uma lista dos itens de extroversão que as pessoas estão classificando de *1 = Discordo* a *5 = Concordo*:  
• E1 Eu vivo em festa.  
• E2 Eu não falo muito.  
• E3 Eu me sinto confortável em torno das pessoas.  
• E4 Eu me mantenho em segundo plano.  
• E5 Eu inicio conversas.  
• E6 Eu tenho pouco a falar.  
• E7 Eu falo com muitas pessoas diferentes em festas.  
• E8 Não gosto de chamar atenção para mim mesmo.  
• E9 Eu não me importo de ser o centro das atenções.  
• E10 Eu não converso com estranhos.

Você pode ver que há cinco itens que precisam ser marcados inversamente (E2, E4, E6, E8, E10). Como as classificações variam de 1 a 5, podemos fazer o seguinte:

dados[, paste0("E", c(2, 4, 6, 8, 10))] <- 6 - dados[, paste0("E", c(2, 4, 6, 8, 10))]

Agora temos um quadro de dados (data frame) de respostas com cada coluna sendo um item (pontuado na direção correta) e cada linha sendo um participante. Vamos iniciar!

## 1. Correlação média entre itens

A correlação entre itens é qualquer lugar fácil para começar. Para calcular essa estatística, precisamos das correlações entre todos os itens e depois calculá-las. Vamos usar o pacote [corrr](https://cran.rstudio.com/web/packages/corrr/) de *Simon Jackson* *(Obrigado! Simon)* para obter estas correlações da seguinte forma (sem viés aqui!):

library(tidyverse)  
library(corrr)  
  
dados %>% correlate()

## # A tibble: 10 x 11  
## rowname E1 E2 E3 E4 E5 E6 E7 E8 E9  
## <chr> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 E1 NA 0.453 0.500 0.524 0.538 0.366 0.636 0.450 0.528  
## 2 E2 0.453 NA 0.479 0.555 0.592 0.569 0.473 0.379 0.396  
## 3 E3 0.500 0.479 NA 0.493 0.616 0.330 0.568 0.418 0.475  
## 4 E4 0.524 0.555 0.493 NA 0.512 0.471 0.500 0.451 0.463  
## 5 E5 0.538 0.592 0.616 0.512 NA 0.500 0.621 0.385 0.485  
## 6 E6 0.366 0.569 0.330 0.471 0.500 NA 0.373 0.331 0.328  
## 7 E7 0.636 0.473 0.568 0.500 0.621 0.373 NA 0.403 0.528  
## 8 E8 0.450 0.379 0.418 0.451 0.385 0.331 0.403 NA 0.598  
## 9 E9 0.528 0.396 0.475 0.463 0.485 0.328 0.528 0.598 NA   
## 10 E10 0.491 0.449 0.500 0.523 0.553 0.414 0.518 0.429 0.457  
## # ... with 1 more variable: E10 <dbl>

Como a diagonal já está definida NA, podemos obter a correlação média de cada item com todos os outros calculando as médias de cada coluna (excluindo a coluna rowname):

inter\_item <- dados %>% correlate() %>% select(-rowname) %>% colMeans(na.rm = TRUE)  
inter\_item

## E1 E2 E3 E4 E5 E6 E7   
## 0.4983678 0.4827948 0.4866458 0.4991764 0.5334524 0.4090418 0.5133091   
## E8 E9 E10   
## 0.4270190 0.4731896 0.4814496

Além disso, note que select() vem do pacote **dplyr**, que é importado quando você usa o **corrr**. Podemos ver isso E5 e E7 estamos mais fortemente correlacionados com os outros itens em média do que E8. No entanto, a maioria dos itens se correlaciona com os outros em um intervalo razoavelmente restrito em torno de 0,4 a 0,5. Para obter a média geral da correlação entre itens, calculamos a mean() (média) dos valores:

mean(inter\_item)

## [1] 0.4804446

No entanto, com esses valores, podemos explorar uma série de atributos sobre os relacionamentos entre os itens. Por exemplo, podemos visualizá-los em um histograma e destacar a média da seguinte forma:

library(ggplot2)  
  
data.frame(inter\_item) %>%   
 ggplot(aes(x = inter\_item)) +  
 geom\_histogram(bins = 10, alpha = .5) +  
 geom\_vline(xintercept = mean(inter\_item), color = "red") +  
 xlab("Correlação média entre itens") +  
 theme\_bw()

![](data:image/png;base64,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)

## 2. Correlação média total do item

Podemos investigar a correlação média item-total de maneira semelhante às correlações entre itens. A primeira coisa que precisamos fazer é calcular a pontuação total. Digamos que a pontuação de uma pessoa seja a média de suas respostas para todos os dez itens:

dados$score <- rowMeans(dados)  
head(dados)

## E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 score  
## 1 4 4 5 4 5 5 4 3 5 5 4.4  
## 2 2 4 3 3 3 3 1 1 1 1 2.2  
## 3 5 5 1 2 5 5 1 1 5 5 3.5  
## 4 2 1 2 2 3 2 3 2 4 1 2.2  
## 5 3 5 3 3 3 5 3 5 3 1 3.4  
## 6 1 1 2 2 1 3 2 2 1 1 1.6

Agora, vamos correlate() novamente, mas desta vez focus() sobre as correlações do score com os itens:

item\_total <- dados %>% correlate() %>% focus(score)  
item\_total

## # A tibble: 10 x 2  
## rowname score  
## <chr> <dbl>  
## 1 E1 0.752  
## 2 E2 0.730  
## 3 E3 0.735  
## 4 E4 0.749  
## 5 E5 0.795  
## 6 E6 0.637  
## 7 E7 0.777  
## 8 E8 0.664  
## 9 E9 0.727  
## 10 E10 0.731

Mais uma vez, podemos calcular sua média como:

mean(item\_total$score)

## [1] 0.7295695

E podemos traçar os resultados:

item\_total %>%   
 ggplot(aes(x = score)) +  
 geom\_histogram(bins = 10, alpha = .5) +  
 geom\_vline(xintercept = mean(item\_total$score), color = "red") +  
 xlab("Correlação média item-total") +  
 theme\_bw()

![](data:image/png;base64,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)

## 3. Alfa de Cronbach

O Alfa de Cronbach é uma das medidas de consistência interna mais amplamente relatadas. Embora seja possível implementar a matemática por trás disso, sou preguiçoso e gosto de usar a função alpha() do pacote **psych**. Essa função usa um **data frame** (quadro de dados) ou uma matriz de dados na estrutura que estamos usando: cada coluna é um item de teste/questionário, cada linha é uma pessoa. Vamos testá-lo abaixo. Note que alpha() também é uma função do pacote **ggplot2**, e isso cria um conflito. Para especificar que queremos alpha() do pacote psicológico, usaremos o nome do pacote **psych** implicitamente à função como segue **psych::alpha()**.

library(psych)  
  
dados$score <- NULL # Excluir a coluna de pontuacao que fizemos anteriormente.  
psych::alpha(dados, check.keys=TRUE)

##   
## Reliability analysis   
## Call: psych::alpha(x = dados, check.keys = TRUE)  
##   
## raw\_alpha std.alpha G6(smc) average\_r S/N ase mean sd median\_r  
## 0.9 0.9 0.9 0.48 9.2 0.0065 3 0.98 0.49  
##   
## lower alpha upper 95% confidence boundaries  
## 0.89 0.9 0.91   
##   
## Reliability if an item is dropped:  
## raw\_alpha std.alpha G6(smc) average\_r S/N alpha se var.r med.r  
## E1 0.89 0.89 0.89 0.48 8.2 0.0073 0.0064 0.48  
## E2 0.89 0.89 0.89 0.48 8.3 0.0072 0.0065 0.49  
## E3 0.89 0.89 0.89 0.48 8.3 0.0073 0.0062 0.48  
## E4 0.89 0.89 0.89 0.48 8.2 0.0073 0.0074 0.48  
## E5 0.89 0.89 0.89 0.47 7.9 0.0075 0.0056 0.47  
## E6 0.90 0.90 0.90 0.50 8.9 0.0068 0.0044 0.50  
## E7 0.89 0.89 0.89 0.47 8.1 0.0075 0.0056 0.48  
## E8 0.90 0.90 0.90 0.49 8.8 0.0069 0.0056 0.50  
## E9 0.89 0.89 0.89 0.48 8.4 0.0071 0.0063 0.49  
## E10 0.89 0.89 0.89 0.48 8.3 0.0072 0.0073 0.48  
##   
## Item statistics   
## n raw.r std.r r.cor r.drop mean sd  
## E1 500 0.75 0.75 0.72 0.68 2.6 1.3  
## E2 500 0.73 0.73 0.70 0.66 3.2 1.3  
## E3 500 0.74 0.74 0.70 0.67 3.3 1.3  
## E4 500 0.75 0.75 0.72 0.68 2.8 1.3  
## E5 500 0.79 0.80 0.78 0.74 3.3 1.3  
## E6 500 0.64 0.64 0.59 0.55 3.6 1.3  
## E7 500 0.78 0.77 0.75 0.70 2.8 1.5  
## E8 500 0.66 0.66 0.61 0.58 2.7 1.3  
## E9 500 0.73 0.72 0.68 0.64 3.1 1.5  
## E10 500 0.73 0.73 0.69 0.66 2.3 1.3  
##   
## Non missing response frequency for each item  
## 1 2 3 4 5 miss  
## E1 0.28 0.23 0.23 0.16 0.10 0  
## E2 0.12 0.21 0.22 0.21 0.23 0  
## E3 0.09 0.20 0.25 0.22 0.24 0  
## E4 0.19 0.26 0.23 0.21 0.12 0  
## E5 0.11 0.21 0.20 0.23 0.25 0  
## E6 0.09 0.15 0.17 0.28 0.30 0  
## E7 0.28 0.20 0.17 0.16 0.20 0  
## E8 0.23 0.27 0.19 0.19 0.12 0  
## E9 0.19 0.21 0.17 0.19 0.25 0  
## E10 0.36 0.27 0.12 0.15 0.09 0

Esta função geralmente fornece um intervalo de saída, o que nos interessa de std.alpha é o “alpha padronizado baseado nas correlações”. Observe também que obtemos “a correlação intertemporal média”, average\_re várias versões da “correlação de cada item com a pontuação total”, como raw.r, cujos valores correspondem aos nossos cálculos anteriores. Se você quiser acessar o próprio valor alfa, faça o seguinte:

psych::alpha(dados, check.keys=TRUE)$total$std.alpha

## [1] 0.9024126

## 4. Confiabilidade dividida *(ajustada usando a fórmula da profecia de Spearman-Brown)*

Há momentos em que não podemos calcular a consistência interna usando respostas de itens. Por exemplo, costumo trabalhar com uma variável de tomada de decisão chamada imprudência. Essa variável é calculada depois que as pessoas respondem a perguntas (por exemplo, “Qual é o rio mais longo na Ásia”) e em seguida, decidem se devem ou não apostar que a resposta está correta. A imprudência é calculada como a proporção de respostas incorretas nas quais uma pessoa aposta.

Se você pensar sobre isso, não é possível calcular a consistência interna para essa variável usando qualquer uma das medidas acima. A razão para isso é que os itens que contribuem para as pontuações de imprudência de duas pessoas podem ser completamente diferentes. Uma pessoa poderia dar respostas incorretas nas questões de 1 a 5 (assim essas questões são calculadas), enquanto outra pessoa pode responder incorretamente às questões de 6 a 10. Assim, calcular imprudência para muitos indivíduos não é tão simples quanto somar os itens. Em vez disso, precisamos de um pool de itens para extrair diferentes combinações de perguntas para cada pessoa.

Para superar esse tipo de problema, um método apropriado para calcular a consistência interna é usar uma confiabilidade dividida. Isso implica dividir seus itens de teste pela metade (por exemplo, em ímpar e par) e calcular sua variável para cada pessoa com cada metade. Por exemplo, normalmente calculo imprudência para cada participante de itens ímpares e depois de itens pares. Essas pontuações são então correlacionadas e ajustadas usando a fórmula profecia/predição de Spearman-Brown (por exemplo, sobre esse assunto, veja algumas publicações científicas de Simon [aqui](https://www.researchgate.net/publication/292984167_Individual_Differences_in_Decision_Making_Depend_on_Cognitive_Abilities_Monitoring_and_Control) ou [aqui](https://www.researchgate.net/publication/278329159_Decision_Pattern_Analysis_as_a_General_Framework_for_Studying_Individual_Differences_in_Decision_Making)).

Semelhante ao alfa de Cronbach, um valor mais próximo de um e maior que zero indica maior consistência interna.  
Ainda podemos calcular a confiabilidade da metade para variáveis que não têm esse problema! Então, vamos fazer isso com os nossos dados de extroversão da seguinte forma:

# Calculando a pontuacao total.  
score\_e <- rowMeans(dados[, c(TRUE, FALSE)]) # Com itens pares.  
score\_o <- rowMeans(dados[, c(FALSE, TRUE)]) # Com itens impares.  
  
# Correlação de pontuações de itens pares e ímpares.  
r <- cor(score\_e, score\_o)  
r

## [1] 0.7681034

# Ajuste com a formula da profecia de Spearman-Brown.  
(2 \* r) / (1 + r)

## [1] 0.8688445

Assim, neste caso, a abordagem de confiabilidade da metade dividida produz uma estimativa de consistência interna de 0,87.

## 5. Confiabilidade composta

O método final para calcular a consistência interna que cobriremos é a confiabilidade composta. Sempre que possível, minha preferência pessoal é usar essa abordagem. Embora não seja perfeito, ele cuida de muitas suposições inadequadas que medem como o Alfa de Cronbach. Se as especificidades lhe interessarem, sugiro ler este [post](http://zencaroline.blogspot.com/2007/06/composite-reliability.html).

A confiabilidade composta é baseada nas cargas fatoriais em uma análise fatorial confirmatória (AFC). No caso de uma escala unidimensional, definimos um CFA de um fator e em seguida, usamos as cargas fatoriais para calcular nossa estimativa de consistência interna.

Não vou entrar em detalhes, mas podemos interpretar uma pontuação de confiabilidade composta similarmente a qualquer outra métrica aqui abordada (mais próximo de uma indica melhor consistência interna). Nós vamos caber nosso modelo CFA usando o pacote [lavaan](https://cran.r-project.org/web/packages/lavaan/index.html) da seguinte forma:

# Definir o modelo.  
items <- paste(names(dados), collapse = "+")  
model <- paste("extraversion", items, sep = "=~")  
model

## [1] "extraversion=~E1+E2+E3+E4+E5+E6+E7+E8+E9+E10"

# Ajusta o modelo.  
fit <- lavaan::cfa(model, data = dados)

Existem várias maneiras de obter a confiabilidade composta deste modelo. Vamos extrair as cargas fatoriais padronizadas e trabalhar com elas:

library(lavaan)  
  
sl <- lavaan::standardizedSolution(fit)  
sl <- sl$est.std[sl$op == "=~"]  
names(sl) <- names(dados)  
sl # Estas sao as cargas fatoriais padronizadas para cada item.

## E1 E2 E3 E4 E5 E6 E7   
## 0.7266721 0.6903172 0.7154705 0.7118762 0.7841427 0.5791526 0.7589250   
## E8 E9 E10   
## 0.5962855 0.6726232 0.6940120

Em seguida, obtemos a confiabilidade composta por meio do seguinte:

# Compute a variancia residual de cada item.  
re <- 1 - sl^2  
  
# Compute a confiabilidade composta.  
sum(sl)^2 / (sum(sl)^2 + sum(re))

## [1] 0.9029523

Então você tem isso. A confiabilidade composta para o fator de extroversão é de **0,90**. Um aspecto atraente da confiabilidade composta é que podemos calcular isso para vários fatores no mesmo modelo. Por exemplo, digamos que incluímos todos os itens de personalidade em um CFA com cinco fatores, poderíamos fazer os cálculos acima separadamente para cada fator e obter sua confiabilidade composta.

Apenas para finalizar, vou mencionar que você pode usar as cargas fatoriais padronizadas para visualizar mais informações, como fizemos anteriormente com as correlações. Essa parte fica para você praticar!

Obrigado por ler e espero que esta análsie em versão R Notebook tenha sido útil para você. Se precisar entrar em contato comigo, envie e-mail para [*erivandosena@gmail.com*](mailto:erivandosena@gmail.com).

Se você quiser o código que produziu esta publicação, confira no meu [repositório do GitHub](https://github.com/erivandoramos/Homogeneidade-interna-dos-dados).
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