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#1. Latent Variables

어떤 학생의 능력을 T라고 하고, 특정 문제의 난이도를 d라고 하자. 이 때 T>d일 때만 학생은 정답을 맞출 수 있다. 이제 d를 고정하고 T를 random variable로 두고 density를 f, 그리고 distribution function을 F라고 하자. 이 때 학생이 답을 틀릴 확률은

라고 할 수 있으며, 이 때 T를 latent variable이라고 한다. 즉, 직접적으로 관찰되지 않지만, 우리가 관심이 있는 변수 또는 결과값에 영향을 미치는 변수이다.

Distribution of T를 logistic이라고 한다면,

이 때, y=T, 를 의미한다.

따라서

만약 우리가 라고 둔다면 우리는 이제 logistic regression model을 갖는 것이다.

d=1, 이고 T가 -1의 평균 값을 갖는다고 하자. 그 때 T의 그래프를 그려보면 다음과 같다.

x<-seq(-6,4,0.1)  
y<-dlogis(x,location = -1)  
plot(x,y,type='l', ylab='density', xlab='t')  
ii <- (x<=1)  
polygon(c(x[ii], 1, -6), c(y[ii],0,0), col='gray')
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* 그래프의 모양이 Normal Distribution과 흡사하다.
* 회색으로 칠해진 부분이 F(d)의 부분으로 이 학생이 문제를 틀릴 확률을 나타낸다.
* 문제의 난이도는 1인 반면에 T의 평균값은 -1이기 때문에 틀릴 확률이 절반 이상임을 알 수 있다.

#2. Link Functions

우리는 지금까지 logit link function만을 probability와 linear predictor를 잇는 데에 사용하였다. 하지만 다른 선택지도 존재한다.

Latent Variable formulation은 몇 개의 가능한 link function들을 제시한다. 다음의 것들은 모두 glm function 내에 내장된 것들.

1. Probit: 이 때 는 normal cumulative distribution function. 🡪 Normally distributed latent variable에서 비롯.

2. Complementary log-log: 🡪 Gumbel-distributed latent variable에서 비롯.

3. Cauchit: 🡪 Cauchy-distributed latent variable에서 비롯.

이제 각기 다른 insecticide concentrate level에 따른 insects 죽음 여부에 대한 데이터를 가지고 각 link function의 효과를 살펴보자.

data(bliss, package='faraway')  
bliss

## dead alive conc  
## 1 2 28 0  
## 2 8 22 1  
## 3 15 15 2  
## 4 23 7 3  
## 5 27 3 4

🡪 Concentrate level이 총 5개이며 level이 높아질수록 죽는 비율이 높아진다.

mlogit <- glm(cbind(dead, alive) ~ conc, family=binomial, data=bliss)  
mprobit <- glm(cbind(dead, alive) ~ conc, family=binomial(link=probit), data=bliss)  
mcloglog <- glm(cbind(dead, alive) ~ conc, family=binomial(link=cloglog), data=bliss)  
mcauchit <- glm(cbind(dead, alive) ~ conc, family=binomial(link=cauchit), data=bliss)

🡪 Link function을 달리해서 model 을 만들어보자.  
  
fitted(mlogit)

## 1 2 3 4 5   
## 0.08917177 0.23832314 0.50000000 0.76167686 0.91082823

predict(mlogit, type='response')

## 1 2 3 4 5   
## 0.08917177 0.23832314 0.50000000 0.76167686 0.91082823

coef(mlogit)[1] + coef(mlogit)[2]\*bliss$conc

## [1] -2.323790e+00 -1.161895e+00 1.332268e-15 1.161895e+00 2.323790e+00

predict(mlogit)

## 1 2 3 4 5   
## -2.323790e+00 -1.161895e+00 1.332268e-15 1.161895e+00 2.323790e+00

library(faraway)

## Warning: package 'faraway' was built under R version 3.6.3

ilogit(mlogit$lin)

## 1 2 3 4 5   
## 0.08917177 0.23832314 0.50000000 0.76167686 0.91082823

🡪 logit link를 사용했을 때의 각 level에서의 예측 확률값은 위와 같다.

이제 같은 방식으로 logit link부터 cauchit link까지 각 level에서의 예측 확률값들을 비교해보자.

predval <- sapply(list(mlogit, mprobit, mcloglog, mcauchit), fitted)  
dimnames(predval) <- list(0:4, c('logit', 'probit', 'cloglog', 'cauchit'))  
round(predval,3)

## logit probit cloglog cauchit  
## 0 0.089 0.084 0.127 0.119  
## 1 0.238 0.245 0.250 0.213  
## 2 0.500 0.498 0.455 0.506  
## 3 0.762 0.752 0.722 0.791  
## 4 0.911 0.914 0.933 0.882

🡪 많이 차이가 나지 않는다는 것을 알 수 있다.

🡪 level의 범위를 늘려서 차이가 뚜렷이 나타나도록 해보자.

dose <- seq(-4, 8, 0.2)  
predval <- sapply(list(mlogit, mprobit, mcloglog, mcauchit), function(m)  
 predict(m, data.frame(conc=dose), type='response'))  
colnames(predval) <- c('logit', 'probit', 'cloglog', 'cauchit')  
predval <- data.frame(dose, predval)  
library(tidyr)

## Warning: package 'tidyr' was built under R version 3.6.3

mpv <- gather(predval, link, probability, -dose)

🡪 tidyr package의 gather function은 기존의 data frame을 key값을 기준으로 새로운 형태로 정렬시켜준다.

library(ggplot2)

## Warning: package 'ggplot2' was built under R version 3.6.3

ggplot(mpv, aes(x=dose, y=probability, linetype=link))+geom\_line()
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* 0~5사이에서는 차이가 크지 않지만 양 끝으로 갈수록 차이가 많이 난다는 것을 알 수 있다.
* 그 중 Cauchit가 다른 세 개의 link function들에 비해 가장 다른 형태를 보이는데 이는 latent variable이 가장 가변적(variable)이기 때문이다. 양 끝에서 0과 1에 가장 천천히 converge 하는 모습을 보인다.
* Complementary log log도 logit과 probit에 비해서는 차이를 보이는데 logit과 probit은 거의 동일해보인다.
* 우리는 lower와 upper tail에서의 ratio of probabilities를 조사함으로써 logit과 probit의 차이를 알 수 있다.

ggplot(predval, aes(x=dose, y=probit/logit)) + geom\_line() + xlim(c(-4,0))

## Warning: Removed 40 row(s) containing missing values (geom\_path).
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ggplot(predval, aes(x=dose, y=(1-probit)/(1-logit))) + geom\_line() + xlim(c(4,8))

## Warning: Removed 40 row(s) containing missing values (geom\_path).

![](data:image/png;base64,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)

* 만약 probit과 logit이 정말 차이가 없다면 비율은 1에 가까워야 하지만 lower과 upper tail 양 끝 쪽에 가까워질수록 1에서 멀어지는 모습을 보인다. 즉, 양 끝 쪽에서 probit과 logit은 많은 차이를 보인다.
* 이는 Complementary log log에서도 동일하게 나타난다.

그렇다면 어떤 link function을 사용해야 하는가?

우선, 비용상의 문제 등 여러 한계로 인해 데이터만 가지고 link function을 고르기란 쉽지 않다. 따라서 우리는 일반적으로 physical knowledge 등으로부터 가정된 사실들을 바탕으로 link function을 고르거나 아니면 편의상 logit link를 고른다.

Logit link의 장점은

1. probit보다 수학적으로 계산이 쉽다.

2. odds를 사용하기 때문에 해석이 쉽다.

3. retrospectively sampled data의 분석을 쉽게 해준다.

#3. Prospective and Retrospective Sampling

아기들에게 음식을 주는 방식과 respiratory disease간의 관계에 대한 데이터를 통해 prospective sampling과 retrospective sampling 간의 차이를 알아보자.

xtabs(disease/(disease+nondisease) ~ sex + food, babyfood)

## food  
## sex Bottle Breast Suppl  
## Boy 0.16812227 0.09514170 0.12925170  
## Girl 0.12500000 0.06681034 0.12598425

성별과 음식을 주는 방식에 따른 질병 발생 비율은 위와 같다.

1.prospective sampling에서는 predictor들이 고정되어 있고 outcome들이 관찰된다. 이를 cohort study라고 한다. 위의 예시에서는 음식을 주는 방식을 고정시키고 질병 발생의 비율이 어떻게 되는 지를 관찰했다면 이는 prospective sampling이다.

2. retrospective sampling에서는 반대로 outcome들이 고정되어 있고 predictor들이 관찰된다. 이를 case-control study라고 한다. 위의 예시에서는 병이 걸린 아기들과 그렇지 않은 아이들의 sample을 구한 뒤 그들의 정보를 조사했다면 이것은 retrospective sampling이다.

우리는 predictor들이 response에 어떻게 영향을 준 것인지가 궁금한 것이므로 prospective sampling이 요구될 것으로 보인다. 우선 남아이고 bottle과 breast feeding 경우만 살펴보자.

babyfood[c(1,3),]

## disease nondisease sex food  
## 1 77 381 Boy Bottle  
## 3 47 447 Boy Breast

log-odds를 사용한다면, outcome과 predictor간의 연관성이 얼마나 강한지를 알 수 있을 것이다.

1. Breast Feeding이 주어졌을 때, respiratory disease를 가질 log-odds는: log(47/447)=-2.25

2. Bottle Feeding이 주어졌을 때, respiratory disease를 가질 log-odds는: log(77/381)=-1.60

🡪 두 log-odds의 차이 = log-odds ratio = -1.6-(-2.25)=0.65

즉, bottle fed의 경우가 breast에 비해 disease에 대한 위험성이 더 크다.

그럼 retrospective sampling 관점에서는 어떠할까?

신기하게도, disease가 주어졌을 때를 가정해도 log-odds는 동일하다.

=log77/47-log381/447=log77/381-log47/447=0.65

이는 retrospective design이 prospective design만큼 log-odds ratio를 추정하는 데에 효과적이라는 것을 보여준다. 다만, probit과 같은 다른 link에 대해서는 불가능하고 오직 logit link에서만 가능하다.

Retrospective design의 장점

1. cohort는 observation들을 추적해야 해서 시간이 오래 걸리고, 비용이 많이 들지만, retrospective는 그렇지 않다.

2. predictor가 될 수 있는 것들을 많이 조사할 수 있다.

3. cohort는 rare outcome을 얻기 위해서는 매우 많은 양의 데이터를 필요로 할 수 있는 반면, retrospective는 그렇지 않다.

Prospective design의 장점

1. sample을 고르는 데에 있어서 bias가 개입할 가능성이 적다.

2. case-control에서는 주로 historical records를 참조하는데 이는 부정확하거나 불완전할 수 있다. Prospective는 이런 문제가 발생할 가능성이 적다.

3. 하나보다 더 많은 outcome의 study를 가능하게 해준다.

4. outcome의 확률을 계산할 수 있게 해준다.

어째서 prospective design에서만 outcome의 확률을 예측할 수 있는 지에 대해 알아보자.

를 병을 가지고 있지 않은 사람이 study에 포함될 확률, 를 병을 가진 사람이 study에 포함될 확률이라고 하자. Prospective design에서는 outcome에 대한 지식이 없기 때문에 이라고 본다. 반면, retrospective의 경우 일반적으로 이 보다 훨씬 낮다.

이번에는 를 어떤 사람이 study에 포함되었을 때(given), 그 사람이 병을 가지고 있을 조건부 확률이라고 하자. 또한 를 어떤 사람이 병을 가지고 있을 marginal probability 또는 비조건부 확률이라 하자.

Bayes Theorem에 의해

따라서

즉, retrospective와 prospective의 차이는 오직 라는 것을 알 수 있다. 그런데 일반적으로 는 알려져 있지 않다. 따라서 retrospective에서는 covariates의 relative effect를 알 수는 있지만, 절대적인 effect값을 알지는 못한다. 반면 prospective는 이므로 절대적인 값을 계산할 수 있다.

#4. Prediction and Effective Doses

우리는 covariates값이 주어졌을 때, outcome을 예측하고 싶을 수 있다. 예를 들어, binomial case에서는 성공확률을 예측하고 싶을 수 있다. 이 때 normal approximation을 통해 confidence interval을 구할 수도 있고, linear predictor를 inverse of the link function에 집어넣어서 확률 값을 점 추정할 수도 있다.

앞서 보았던 Insect data를 이용하여 이를 살펴보자.

lmod <- glm(cbind(dead, alive) ~ conc, family=binomial, data=bliss)  
lmodsum <- summary(lmod)

dose가 2.5일 때 insect가 죽을 확률을 구해보자.  
x0 <- c(1,2.5)  
eta0 <- sum(x0\*coef(lmod))  
ilogit(eta0)

## [1] 0.6412854

🡪 64% 확률로 죽을 것이다.

이번에는 Confidence Interval을 구해보자. 우선, 이를 위해서는 variance matrix를 구해야 한다.

(cm <- lmodsum$cov.unscaled)

## (Intercept) conc  
## (Intercept) 0.17463024 -0.06582336  
## conc -0.06582336 0.03291168

따라서 logit scale(linear predictor)의 standard error는 다음과 같다.

se <- sqrt(t(x0) %\*% cm %\*% x0) #%\*%은 행렬곱, 내적임.

이에 따라 probability scale 상의 CI를 구하면,  
ilogit(c(eta0-1.96\*se, eta0+1.96\*se))

## [1] 0.5342962 0.7358471

이렇게 하는 것이 번거로울 경우 predict command를 이용하면 쉽게 점 추정 값과 standard error값을 구할 수 있다.

predict(lmod, newdata=data.frame(conc=2.5), se=T)

## $fit  
## 1   
## 0.5809475   
##   
## $se.fit  
## [1] 0.2262995  
##   
## $residual.scale  
## [1] 1

ilogit(c(0.58095-1.96\*0.2263, 0.58095+1.96\*0.2263))

## [1] 0.5342966 0.7358478

🡪 위에서 계산한 것과 거의 동일한 결과 값을 얻을 수 있었다.

Linear Regression 상황과 달리 binomial에서는 future observation의 CI와 mean response의 CI간 차이가 없다.

우리는 이제 dose가 -5일 때를 살펴보자.

x0 <- c(1,-5)  
se <- sqrt(t(x0) %\*% cm %\*% x0)  
eta0 <- sum(x0\*lmod$coef)  
ilogit(c(eta0-1.96\*se, eta0+1.96\*se))

## [1] 2.357639e-05 3.643038e-03

절대적인 CI interval은 매우 작아보이지만, upper limit이 lower limit의 100배가 넘는다. 즉 상대적으로 봤을 때 넓다고 할 수 있다.

이번에는 p값이 고정되어 있고 그에 해당하는 covariates x 값을 찾고 싶다고 하자. 예를 들어서 p=1/2일 때의 dose값을 구하고 싶다고 하자. 이 때 그러한 dose는 ED50으로 표현한다(Effective Dose). 또는 어떤 대상을 죽이거나 하는 상황에서는LD50으로 표현하기도 한다(Lethal Dose).

P=1/2 일 때, logit(p) 값은 0이 되고 이에 따라

(ld50 <- -lmod$coef[1]/lmod$coef[2])

## (Intercept)   
## 2

🡪 우리의 데이터에서는 dose가 2일 때, 50% 확률 값을 가진다.

Standard Error를 구하기 위해서 delta method를 이용해보자.

Multivariate 에 관하여 variance of g()의 일반적인 표현은 다음과 같다.

이를 이용했을 때 standard error값은 다음과 같다.

dr <- c(-1/lmod$coef[2], lmod$coef[1]/lmod$coef[2]^2)  
sqrt(dr %\*% lmodsum$cov.unscaled %\*% dr)[,]

## [1] 0.1784367

따라서 95% CI값은,

c(2-1.96\*0.178, 2+1.96\*0.178)

## [1] 1.65112 2.34888

50%가 아니라 다른 level에 대해서도 궁금할 수 있다.

이 때 effective dose값은

90%일 때의 effective dose값을 구해보자.

(ed90 <- (logit(0.9) - lmod$coef[1])/lmod$coef[2])

## (Intercept)   
## 3.89107

MASS Package에는 편리하게도 effective dose값을 구해주는 dose.p function이 있다.

library(MASS)  
dose.p(lmod, p=c(0.5, 0.9))

## Dose SE  
## p = 0.5: 2.00000 0.1784367  
## p = 0.9: 3.89107 0.3449965

#5. Matched Case-Control Studies

Case-Control Study에서 우리는 outcome에 대한 특정 risk factor의 영향력(effect)를 알아내고자 한다. 그런데, 우리는 outcome에 다른 confounding variable들이 영향을 줄 수 있다는 것을 알고 있다. 따라서 이를 해결할 수 있는 한 가지 방법은 그 confounding variable을 찾아서 모델에 집어넣는 것이다. 그러나 confounding variable의 형태가 모델에 적합하지 않는 등의 문제가 있을 수 있다.

Matched case-control study는 이러한 문제를 보완하기 위한 방법이다. 이는 각각의 case를 하나 또는 더 많은 control과 match 시키는 것인데 이 때 control은 case와 비교했을 때 potential confounding variable의 관점에서 유사하거나 동일해야 한다. 그리고 이렇게 match한 그룹을 우리는 matched-set이라고 부른다. 이러한 matching의 효과는 우리가 측정하기 어려운 confounder들을 조정해주는 것이다.

당연히 confounding variable을 더 많이 특정할수록 case와 control을 match 시키는 것은 더욱 어려워진다. 따라서 matching requirements를 적절하게 조절할 필요가 있다.

다만 matched case-control study에도 문제점들이 있는데, 우선 matched set을 구성하는 것이 쉽지 않으며 match를 하는 데에 사용한 variable의 effect를 측정할 수 없다는 단점이 있다. 또한 이렇게 match를 시키면, random sampling의 효과가 사라지기 때문에 relative effects를 찾더라도 population group으로 확장할 수 없게 된다.

때때로 case는 rare한데, control은 쉽게 구할 수 있는 경우가 있다. 1:M design은 각각의 case에 대해 M개의 control이 있는 상황이다. 이 때 M은 일반적으로 작지만, matched set에 따라 그 크기가 매우 다양할 수 있다. 각 추가적인 control은 risk factor를 estimate하는 데에 있어서 increased efficiency를 오히려 감소시키는 결과를 가져오므로 M=5를 초과하는 것은 좋지 않다.

이제 logistic regression model을 세워보자.

i를 individual, j-th matched set에 대해 covariate vector 를 생각해보자. 는 우리가 관심있는 risk factor뿐만 아니라 우리가 adjust하고 싶지만, 모종의 이유로 matched set을 만들 때 criteria로 만들지는 못한 variable까지 포함할 것이다. Matched set은 총 n개가 있고 i=0을 case로, i=1,…,M을 control이라고 하자. 그럼 이 때 logistic regression model의 form은 다음과 같다.

는 j 번째 matched set 안에서 confounding variables의 effect를 의미한다. 그리고 이 때 conditional probability of the observed outcome은 다음과 같다.

🡪 가 사라진다는 것을 알 수 있다.

Conditional likelihood for the model은 다음과 같다.

우리는 이제 inference를 위해 standard likelihood methods를 사용할 것이다. 위의 Likelihood form은 생존분석에서 사용되는 proportional hazards model에 대한 likelihood와 형태가 동일하다. 따라서 우리는 이를 이용할 것이다.

참고로 에 대한 추정이 안 되기 때문에, 개개인의 prediction값은 구할 수 없다. 단지, s에 의해서 측정되는 relative risk만 구할 수 있다.

X-ray와 childhood acute myeloid leukemia 간의 관계에 대한 데이터로 앞서 언급했던 내용들을 살펴보자.

head(amlxray)

## ID disease Sex downs age Mray MupRay MlowRay Fray Cray CnRay  
## 1 7004 1 F no 0 no no no no no 1  
## 2 7004 0 F no 0 no no no no no 1  
## 3 7006 1 M no 6 no no no no yes 3  
## 4 7006 0 M no 6 no no no no yes 2  
## 5 7009 1 F no 8 no no no no no 1  
## 6 7009 0 F no 8 no no no no no 1

🡪 Case 한 개와 Control 한 개로 짝 지어진 matched set을 볼 수 있다. 앞에 나온 것이 case, 뒤에 나온 것이 control

🡪 여기서 나이는 단지 matching variable로서 사용되었다. 그리고 나머지 변수들은 모두 risk factor로 사용되었다.

🡪 그런데 Downs syndrome은 risk factor로 이미 알려져 있다. 그리고 subjects 중 오직 7개만 down syndrome에 해당한다는 것을 알 수 있다.

amlxray[amlxray$downs=='yes', 1:4]

## ID disease Sex downs  
## 7 7010 1 M yes  
## 17 7018 1 F yes  
## 78 7066 1 F yes  
## 88 7077 1 M yes  
## 173 7146 1 F yes  
## 196 7176 1 F yes  
## 210 7189 1 F yes

🡪 Down syndrome을 가지고 있는 경우 모두 case에 해당했다. 따라서 만약 이를 variable로 넣는다면, coefficient값이 무한대로 발산할 것이다. 따라서 이를 제외해주자.

(ii <- which(amlxray$downs=='yes'))

## [1] 7 17 78 88 173 196 210

ramlxray <- amlxray[-c(ii,ii+1),]

추가적으로 Mray, MupRay, MlowRay의 경우 각각 아이의 어머니가 한 번이라도 X-ray를 촬영했거나 upper body X-ray를 촬영했거나, lower body x-ray를 촬영했거나를 나타낸다. 이 변수들은 모두 상당히 관련이 있기 때문에 일단은 그냥 Mray만을 선택하기로 한다.

CnRay와 Cray의 경우도 CnRay는 아이가 X-ray를 정확히 몇 번을 찍었는 지를 알려주는 반면, Cray는 단지 찍은 경험이 있는 지만을 알려주므로 CnRay만을 선택한다.

Survival Package에는 proportional hazards model을 만들 수 있는 함수가 존재한다.  
  
library(survival)

##   
## Attaching package: 'survival'

## The following objects are masked from 'package:faraway':  
##   
## rats, solder

cmod <- clogit(disease ~ Sex+Mray+Fray+CnRay+strata(ID),ramlxray)

🡪 conditional logit model을 fit하기 위해서는 clogit function을 사용해야 한다.

🡪 matched set의 경우 반드시 독립변수 쪽에 strata function을 사용해서 표시를 해주어야 한다.

summary(cmod)

## Call:  
## coxph(formula = Surv(rep(1, 224L), disease) ~ Sex + Mray + Fray +   
## CnRay + strata(ID), data = ramlxray, method = "exact")  
##   
## n= 224, number of events= 104   
##   
## coef exp(coef) se(coef) z Pr(>|z|)   
## SexM 0.1563 1.1691 0.3861 0.405 0.68566   
## Mrayyes 0.2276 1.2556 0.5821 0.391 0.69573   
## Frayyes 0.6933 2.0003 0.3512 1.974 0.04839 \*   
## CnRay.L 1.9408 6.9641 0.6207 3.127 0.00177 \*\*  
## CnRay.Q -0.2480 0.7803 0.5819 -0.426 0.66993   
## CnRay.C -0.5801 0.5599 0.5906 -0.982 0.32598   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## exp(coef) exp(-coef) lower .95 upper .95  
## SexM 1.1691 0.8553 0.5486 2.492  
## Mrayyes 1.2556 0.7964 0.4013 3.929  
## Frayyes 2.0003 0.4999 1.0049 3.982  
## CnRay.L 6.9641 0.1436 2.0631 23.507  
## CnRay.Q 0.7803 1.2815 0.2495 2.441  
## CnRay.C 0.5599 1.7862 0.1759 1.781  
##   
## Concordance= 0.662 (se = 0.056 )  
## Likelihood ratio test= 20.89 on 6 df, p=0.002  
## Wald test = 14.49 on 6 df, p=0.02  
## Score (logrank) test = 18.6 on 6 df, p=0.005

🡪 성별과 Mray는 통계적으로 유의하지 않은 것으로 보인다.

🡪 Overall Test의 경우 적어도 어떤 한 variable은 통계적으로 유의함을 나타내주는 것이다. P-value들이 전부 0.05보다 낮기 때문에 적어도 하나의 variable은 통계적으로 유의하다.

🡪 Fray와 CnRay는 통계적으로 유의한데, 그 중 CnRay.L이 가장 명확하게 통계적으로 유의하다고 드러난다.

🡪 CnRay는 ordered Factor로, linear, quadratic, cubic contrast를 사용하는데, 이 중 오직 linear effect만 significant하다.

🡪 CnRay의 linear effect만 significant하기 때문에 ordered factor인 CnRay를 numeric data로 변환해서 분석을 다시 해보자. 그리고 유의하지 않았던 변수들도 빼서 진행해보자.

cmodr <- clogit(disease ~ Fray + unclass(CnRay)+strata(ID), ramlxray)  
summary(cmodr)

## Call:  
## coxph(formula = Surv(rep(1, 224L), disease) ~ Fray + unclass(CnRay) +   
## strata(ID), data = ramlxray, method = "exact")  
##   
## n= 224, number of events= 104   
##   
## coef exp(coef) se(coef) z Pr(>|z|)   
## Frayyes 0.6704 1.9550 0.3441 1.948 0.051394 .   
## unclass(CnRay) 0.8145 2.2580 0.2368 3.439 0.000584 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## exp(coef) exp(-coef) lower .95 upper .95  
## Frayyes 1.955 0.5115 0.996 3.838  
## unclass(CnRay) 2.258 0.4429 1.419 3.592  
##   
## Concordance= 0.654 (se = 0.052 )  
## Likelihood ratio test= 19.55 on 2 df, p=6e-05  
## Wald test = 14.12 on 2 df, p=9e-04  
## Score (logrank) test = 17.56 on 2 df, p=2e-04

🡪 CnRay의 값은 그대로 숫자로 대응되는 것이 아니라, 1=none, 2=1 or 2 x-rays, 3=3 or 4 x-rays, 4=5 or more x-rays라는 것을 유의하자.

🡪 그럼 이 때 인접한 category로 이동할 때(이 때 이동은 1에서 2, 2에서 3 등 올라가는 것) odds of the disease는 2.26상승한다.

🡪 유의할 것은 Fray가 이번에는 통계적으로 유의하지 않다고 나왔다는 점이다.

gmod <- glm(disease ~ Fray + unclass(CnRay), family=binomial, ramlxray)  
sumary(gmod)

## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -1.16228 0.30105 -3.8607 0.0001131  
## Frayyes 0.50035 0.30780 1.6255 0.1040461  
## unclass(CnRay) 0.60054 0.17739 3.3855 0.0007106  
##   
## n = 224 p = 3  
## Deviance = 293.26338 Null Deviance = 309.38611 (Difference = 16.12272)

🡪 위의 분석은 흔히 실수할 수 있는 분석방식이다. 다른 결과를 보여준다.

우리가 비록 child가 x-ray를 찍는 것에 대한 영향을 찾아냈지만, 우리는 x-ray가 disease의 원인이라고 단정할 수 없다. 왜냐하면 무언가 문제가 있는 사람들만 보통 x-ray를 찍기 때문에, x-ray는 모종의 다른 원인적 변수와 관련이 있을 가능성이 높다.