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# 问题的定义

*(大概 1-2 页)*

## 项目概述

在这个部分，你需要用浅显简洁的语句描述这个项目的一个总体的概念。有几个问题是需要考虑的：

* *需要解决的问题涉及哪个领域？做这个项目的出发点？有哪些相关的数据集或输入数据？*
* *问题的背景信息能够让完全没接触过这个问题的人充分了解这个问题吗？*

本项目基于深度学习和图像识别技术，目标是识别出一个图像中是狗的概率。

该项目是Kaggle的机器学习竞赛项目《Dogs vs. Cats Redux: Kernels Edition》，他是基于2013年的 《Dogs vs. Cats》项目。当时深度学习还没有得到充分应用，但是现在就连种黄瓜的农民也开始使用神经网络技术提高他们的收入。现在的深度学习技术进步使得图像识别变得简便，但是如何使得图像的识别准确度得到进一步提高却是一个很大的挑战。

项目中的深度学习使用的是卷积神经网络(Convolutional Neural Network, CNN) 是一种前馈神经网络，他的人工神经元可以响应一部分覆盖范围内的周围单元，对于大型图像处理有出色的表现。

项目中输入的数据就是猫或者狗的图片，输出的是狗的概率。模型使用的训练数据集是 Kaggle 竞赛项目《Dogs vs. Cats Redux: Kernels Edition》的数据集，该数据集包含了 25000 张狗和猫的图片。

## 问题陈述

在这个部分，你需要清楚地为你将要解决的问题下定义，这应该包括你解决问题将要使用的策略（任务的大纲）。你同时要详尽地讨论你期望的结果是怎样的。有几个问题是需要考虑的：

* *你是否清楚地定义了这个问题。站在读者的角度，他们能否明白你将要解决的问题是什么。*
* *你是否详尽地阐述了你将会如何解决这个问题？*
* *你期望什么样的结果，读者能明白你期望的这个结果吗？*

项目中的问题是如何使用深度学习识别一张图片中的是猫还是狗，给出是狗的概率。

问题的解决方案是：首先将数据集中的猫和狗的图像分开，进行预处理。训练集切分为训练集，验证集。对图像进行缩放，归一化处理。在训练数据集上训练InceptionV3模型。在验证数据集上对训练模型进行验证，对模型进行调参。在测试数据集上使用训练好的模型进行测试。验证最终模型，识别图片中的狗和猫，给出狗的概率。

## 评价指标

在这里，你需要说明你将要用于评价自己的模型和结果的**指标**和**计算方法**。它们需要契合你所选问题的特点及其所在的领域，同时，你要保证他们的合理性。需要考虑的问题：

* *你是否清晰地定义了你所使用的指标和计算方法？*
* *你是否论述了这些指标和计算方法的合理性？*

使用 kaggle 官方的评估标准：𝐿𝑜𝑔𝐿𝑜𝑠𝑠，与准确率作为评估指标对比，LogLoss要更有说服力。因为假设有两个模型，它们准确率一样，但是一个模型对一张猫的图片做出99%是狗的判断，另外一个模型对这张猫的图片做出60%的判断，这样第一个模型的LogLoss会很大，第二个模型的LogLoss要小很多，这样可以根据LogLoss来判断模型好坏。

𝐿𝑜𝑔𝐿𝑜𝑠𝑠计算公式：
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变量含义：

Y：输出变量

X：输入变量

L：损失函数

N：输入样本数

M：可能的类别数

Yij：是一个二值指标，标识类别j 是否是输入实例xj的真实类别

Pij：模型或分离器预测输入实例xj属于类别j的概率

对于当前项目，只有两类可将公式化简：
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变量含义：

Yi：输入实例xi的真实类别，

Pi：为预测输入实例xi属于类别1的概率

对所有样本的对数损失表示对每个样本的对数损失的平均值，完美的分离器的对数损失为0

# 分析

*(大概 2-4 页)*

## 数据的探索

在这一部分，你需要探索你将要使用的数据。数据可以是若干个数据集，或者输入数据/文件，甚至可以是一个设定环境。你需要详尽地描述数据的类型。如果可以的话，你需要展示数据的一些统计量和基本信息（例如输入的特征（features)，输入里与定义相关的特性，或者环境的描述）。你还要说明数据中的任何需要被关注的异常或有趣的性质（例如需要做变换的特征，离群值等等）。你需要考虑：

* *如果你使用了数据集，你要详尽地讨论了你所使用数据集的某些特征，并且为阅读者呈现一个直观的样本*
* *如果你使用了数据集，你要计算并描述了它们的统计量，并对其中与你问题相关的地方进行讨论*
* *如果你****没有****使用数据集，你需要对你所使用的输入空间（input space)或输入数据进行讨论？*
* *数据集或输入中存在的异常，缺陷或其他特性是否得到了处理？(例如分类变数，缺失数据，离群值等）*

Kaggle 数据集中包含训练数据集Train文件夹和测试数据集Test文件夹，Train中的图片可以根据文件名称区分出是猫的图片还是狗的图片。

Train 文件夹包含了 25000 张狗和猫的图片，图片命名方式是：

* 猫的图片：cat.编号.jpg
* 狗的图片：dog.编号.jpg

Test 文件夹包含了 12500 张图片，图片命名方式是：

* 编号.jpg

图片数据的尺寸不一，需要进行缩放处理。例如：在kaggle数据集中的 train文件夹中的最小图片cat.4821.jpg(60\*39)，最大图片是cat\_835.jpg(1023\*768)。

数据集中的猫狗图片除了大小和分辨率有差别外，由于是来自真实世界的照片，猫和狗的形态多种多样，拍摄照片的场景和各不相同。这些干扰因素，增加了识别难度。

## 探索性可视化

在这一部分，你需要对数据的特征或特性进行概括性或提取性的可视化。这个可视化的过程应该要适应你所使用的数据。就你为何使用这个形式的可视化，以及这个可视化过程为什么是有意义的，进行一定的讨论。你需要考虑的问题：

* *你是否对数据中与问题有关的特性进行了可视化？*
* *你对可视化结果进行详尽的分析和讨论了吗？*
* *绘图的坐标轴，标题，基准面是不是清晰定义了？*

对文件的大小进行了探索，

## 算法和技术

在这一部分，你需要讨论你解决问题时用到的算法和技术。你需要根据问题的特性和所属领域来论述使用这些方法的合理性。你需要考虑：

* *你所使用的算法，包括用到的变量/参数都清晰地说明了吗？*
* *你是否已经详尽地描述并讨论了使用这些技术的合理性？*
* *你是否清晰地描述了这些算法和技术具体会如何处理这些数据？*

图像处理

图像处理是指对图像进行分析、加工、处理，使其满足视觉、心里或其他要求的技术。图像处理是信号处理在图像领域上的一个应用。目前大多数的图像是以数字形式存储，因而图像处理很多情况下指图像处理。此外，基于光学理论的处理方法依然占有重要的地位。

图像处理是信号处理的子类，另外与计算机科学、人工智能等领域也有密切关系。

传统的一维信号处理的方法和概念任然可以直接应用在图像处理上，比如降噪、量化等。然而，图像属于二维信号，和一维信号相比，它有自己特殊的一面，处理的方式和角度也有所不同。

由于数据集中的图像大小分辨率等存在差异，所以我们使用图像处理技术对训练数据中的图像进行预处理，例如：进行归一化操作。让图像数据方便进行进一步分析处理。

深度学习（deep learning）

深度学习是机器学习的分支，是一种试图使用包含复杂结构或由多重非线性变换构成的多个处理层对数据进行高层抽象的算法。深度学习是机器学习中一种对数据进行表征学习的算法。观测值（如一幅图像）可以使用多种方式来表示，如每个像素强度值的向量，或者更抽象的表示成一系列边、特定形状的区域等。而使用某些特定的表示方法更容易从实例中学习任务（例如，人脸识别或面部表情识别）。深度学习的好处是用非监督学习或半监督学习的特征学习和分层特征提取高效算法来替代手工获取特征。

表征学习的目标是寻求更好的表示方法并创建更好的模型来从大规模的未标记数据中学习这些表示方法。表示方法来自神经科学，并松散地创建在类似神经系统中的信息处理和对通信模式的理解上，如：神经编码，试图定义拉动神经元反应之间的关系及大脑中的神经元的电活动之间的关系。

至今已有的深度学习框架有：深度神经网络、卷积神经网络、深度置信网络、递归神经网络。已经被应用在计算机视觉、语音识别、自然语言处理、音频识别、生物信息学等领域，并取得了极好的效果。

卷积神经网络（Convolutional Neural Network, CNN）

卷积神经网络是一种前馈神经网络，它的人工神经元可以响应一部分覆盖范围内的周围单元，对于大型图像处理有出色表现。

卷积神经网络由一个或多个卷积层和顶端的全连接层（对应经典的神经网络）组成，同事也包括关联权重和池化层（pooling layer）。这一结构使得卷积神经网络能够利用输入数据的二维结构。与其他深度学习结构相比，卷积神经网络在图像和语音识别方面能够给出更好的结果。这一模型也可以使用反向传播算法进行训练。相比较其他深度、前馈神经网络，卷积神经网络需要考量的参数更少，使之成为一种颇具吸引力的深度学习结构。

这次项目中使用的卷积神经网络，建立一个识别猫和狗的神经网络模型

卷积层（Convolutional layer）

卷积神经网络中每层卷积层由若干卷积单元组成，每个卷积单元的参数都是通过反向传播算法最佳化得到的。卷积运算的目的是提取输入的不同特征，第一层卷积层可能只能提取一些低级的特征如边缘、线条和角等层级，更多层的网络能从低级特征中迭代提取更复杂的特征

反向传播（Backpropagation BP）

反向传播是误差反向传播的简称，是一种与最优化方法（如：梯度下降算法）结合使用的，用来训练人工神经网络的常见方法。该方法对网络中所有权重计算损失函数的梯度。这个梯度会反馈给最优化方法，用来更新权值以最小化损失函数。

反向传播要求有对每个输入值想得到的已知输出，来计算损失函数梯度。它被认为是一种监督式学习方法，虽然它也用在一些无监督网络（如：自动编码器）中。

反向传播算法（BP算法）主要由两个阶段组成：激励传播，权重更新。

三层网络算法（一个隐藏层）：

初始化网络权值（通常是小的随机值）

Do

forEach 训练样本 ex

prediction = neural-net-output(network, ex) //正向传递

Actual = teacher-output(ex)

计算输出单元的误差(prediction-actual)

计算 wh 对于所有隐藏层到输出层的权值 //反向传递

计算 wi 对于所有输入层到隐藏层的权值 //继续反向传递

更新网络权值 //输入层不会被误差估计改变

Until 所有样本正确分类或满足其他停止标准

Return 该网络

## 基准模型

在这一部分，你需要提供一个可以用于衡量解决方案性能的基准结果/阈值。这个基准模型要能够和你的解决方案的性能进行比较。你也应该讨论你为什么使用这个基准模型。一些需要考虑的问题：

* *你是否提供了作为基准的结果或数值，它们能够衡量模型的性能吗？*
* *该基准是如何得到的（是靠数据还是假设）？*

本项目的最低要求是 kaggle Public Leaderboard 前10%，也就是在 Public Leaderboard 上的logloss 要低于0.06127,位置是第131名。

# 方法
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## 数据预处理

在这一部分， 你需要清晰记录你所有必要的数据预处理步骤。在前一个部分所描述的数据的异常或特性在这一部分需要被更正和处理。需要考虑的问题有：

* *如果你选择的算法需要进行特征选取或特征变换，你对此进行记录和描述了吗？*
* ***数据的探索****这一部分中提及的异常和特性是否被更正了，对此进行记录和描述了吗？*
* *如果你认为不需要进行预处理，你解释个中原因了吗？*

1.需要对训练数据进行分割：

Train中的数据没有对猫狗进行区分，需要将猫和狗的数据分别放在不同的文件夹中。

2.图像预处理：

因为本项目中使用的是 InceptionV3 进行模型训练，需要对图片进行处理格式化为 299 x 299 的大小

## 执行过程

在这一部分， 你需要描述你所建立的模型在给定数据上执行过程。模型的执行过程，以及过程中遇到的困难的描述应该清晰明了地记录和描述。需要考虑的问题：

* *你所用到的算法和技术执行的方式是否清晰记录了？*
* *在运用上面所提及的技术及指标的执行过程中是否遇到了困难，是否需要作出改动来得到想要的结果？*
* *是否有需要记录解释的代码片段(例如复杂的函数）？*

训练 InceptionV3 模型

训练步骤如下：

1.构建不带分类器的预训练模型

2.添加全局平均池化层

3.全连接层，可选，如果精度够用则可以不加

4. 添加一个分类器，使用 1 个神经元，sigmoid激活函数

5. 构建我们需要训练的完整模型

6.首先只训练顶部的几层（随机初始化的层），锁住所有 InceptionV3d 卷积层

7.编译模型（一定要在锁层以后操作）

8. 在新的数据集上训练几代

9.现在顶层应该训练好了，开始微调 InceptionV3的卷积层。锁住底下的几层，然后训练其余的顶层。查看每一层的名字和层号，看看应该锁多少层

10.我们选择训练最上面的两个 Inception block, 锁住前面249层，然后放开之后的层

11.重新编译模型，使上面的修改生效，设置一个很低的学习率，使用SGD来微调

训练过程中由于图片预处理的时候需要大量内存和CPU使用，在内存不足的时候会报 MemoryError:的错误，这个时候两个方法：

1.减少数据量，会降低训练效果

2.增加硬件配置，如加内存，这种方法会增加训练成本，但是训练的效果比较好。

本项目中解决方法是第二种，增加硬件配置，获得更好的训练效果

## 完善

在这一部分，你需要描述你对原有的算法和技术完善的过程。例如调整模型的参数以达到更好的结果的过程应该有所记录。你需要记录最初和最终的模型，以及过程中有代表性意义的结果。你需要考虑的问题：

* *初始结果是否清晰记录了？*
* *完善的过程是否清晰记录了，其中使用了什么技术？*
* *完善过程中的结果以及最终结果是否清晰记录了？*

# 结果
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## 模型的评价与验证

在这一部分，你需要对你得出的最终模型的各种技术质量进行详尽的评价。最终模型是怎么得出来的，为什么它会被选为最佳需要清晰地描述。你也需要对模型和结果可靠性作出验证分析，譬如对输入数据或环境的一些操控是否会对结果产生影响（敏感性分析sensitivity analysis）。一些需要考虑的问题：

* *最终的模型是否合理，跟期待的结果是否一致？最后的各种参数是否合理？*
* *模型是否对于这个问题是否足够稳健可靠？训练数据或输入的一些微小的改变是否会极大影响结果？（鲁棒性）*
* *这个模型得出的结果是否可信？*

## 合理性分析

在这个部分，你需要利用一些统计分析，把你的最终模型得到的结果与你的前面设定的基准模型进行对比。你也分析你的最终模型和结果是否确确实实解决了你在这个项目里设定的问题。你需要考虑：

* *最终结果对比你的基准模型表现得更好还是有所逊色？*
* *你是否详尽地分析和讨论了最终结果？*
* *最终结果是不是确确实实解决了问题？*

# 项目结论
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## 结果可视化

在这一部分，你需要用可视化的方式展示项目中需要强调的重要技术特性。至于什么形式，你可以自由把握，但需要表达出一个关于这个项目重要的结论和特点，并对此作出讨论。一些需要考虑的：

* *你是否对一个与问题，数据集，输入数据，或结果相关的，重要的技术特性进行了可视化？*
* *可视化结果是否详尽的分析讨论了？*
* *绘图的坐标轴，标题，基准面是不是清晰定义了？*

## 对项目的思考

在这一部分，你需要从头到尾总结一下整个问题的解决方案，讨论其中你认为有趣或困难的地方。从整体来反思一下整个项目，确保自己对整个流程是明确掌握的。需要考虑：

* *你是否详尽总结了项目的整个流程？*
* *项目里有哪些比较有意思的地方？*
* *项目里有哪些比较困难的地方？*
* *最终模型和结果是否符合你对这个问题的期望？它可以在通用的场景下解决这些类型的问题吗？*

## 需要作出的改进

在这一部分，你需要讨论你可以怎么样去完善你执行流程中的某一方面。例如考虑一下你的操作的方法是否可以进一步推广，泛化，有没有需要作出变更的地方。你并不需要确实作出这些改进，不过你应能够讨论这些改进可能对结果的影响，并与现有结果进行比较。一些需要考虑的问题：

* *是否可以有算法和技术层面的进一步的完善？*
* *是否有一些你了解到，但是你还没能够实践的算法和技术？*
* *如果将你最终模型作为新的基准，你认为还能有更好的解决方案吗？*

**在提交之前， 问一下自己...**

* 你所写的项目报告结构对比于这个模板而言足够清晰了没有？
* 每一个部分（尤其**分析**和**方法**）是否清晰，简洁，明了？有没有存在歧义的术语和用语需要进一步说明的？
* 你的目标读者是不是能够明白你的分析，方法和结果？
* 报告里面是否有语法错误或拼写错误？
* 报告里提到的一些外部资料及来源是不是都正确引述或引用了？
* 代码可读性是否良好？必要的注释是否加上了？
* 代码是否可以顺利运行并重现跟报告相似的结果？