**Assignment 2**

**Instructions:**

* Type your answers in the spaces provided in this Word document. Your submission should not exceed 11 pages, including this page.
* Submit the *Declaration of Academic Integrity* before submitting your assignment.

--------------------------------------------------------------------------------------------------------------------

**Introduction**

Given a set of data points with at least one predictor and one continuous response variable, we want to construct a linear model to predict the response. This is the aim of **Linear Regression**, which is a supervised learning technique.

In the context of this assignment, measurements of 25 fishes of the species Smelt are collected. The data can be found in the file *fish.csv*. The following table lists the variables used in the file and their descriptions:

|  |  |
| --- | --- |
| **Variable** | **Description** |
| *Weight* | Weight in 0.1gram |
| *Length* | Length of the fish in cm |
| *Width* | Width of the fish in cm |

The response variable is *Weight,* and the predictors are *Length* and *Width*.

**Simple Linear Regression (SLR)**

We will first build a SLR model using *Length* as the predictor to predict *Weight*.

In SLR notations, let:

= predictor value of the *i*-th data point

= actual response value of the *i*-th data point

= predicted response value of the *i*-th data point based on model

Thus, , where values of *a* (intercept) and *b* (slope) are to be determined.

The squared-error of the *i*th prediction is . Errors (also known as residuals) are squared to remove the signs, so that errors of opposite signs do not cancel out each other, giving the false impression of small aggregated errors.

Then, we define **Error function** as the mean of squared-error (of the whole data set):

We want to find the values of *a* and *b* such that the Error function is **minimised**.

The resultant equation will give the best-fit line that passes through the data points.

**MODEL 1: SLR with intercept *a* fixed ⇒**  (25 marks)

We will first build a SLR model to predict *Weight* (*y*) using *Length* (*x*) as the predictor.

Suppose it is believed that weight is directly proportional to length. This means that ![](data:image/x-wmf;base64,183GmgAAAAAAAGABAAIBCQAAAABwXQEACQAAA2cBAAACAJIAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAIAAmABCwAAACYGDwAMAE1hdGhUeXBlAABQABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAxgEAAAUAAAAJAgAAAAIFAAAAFAJOAXoAHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAiAAAAwUAAAAUAmABXgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AmMfZAmc2+HRArQB1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHkAAAOSAAAAJgYPABoBQXBwc01GQ0MBAPMAAADzAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABglEU01UNgABZhtUZVggSW5wdXQgTGFuZ3VhZ2UAXGhhdHt5fQATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIBg3kABgAJAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AUiEAigIAAAoAuhpmUroaZlIhAIoCeNHZAgQAAAAtAQAABAAAAPABAQADAAAAAAA=) is a constant multiple of ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzABAAACAI0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAUwAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAeAAAA40AAAAmBg8AEAFBcHBzTUZDQwEA6QAAAOkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAFmFVRlWCBJbnB1dCBMYW5ndWFnZQB4ABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQAQAAAAAAAAAA8BAgCDeAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAhAIoCAAAKAI0cZq2NHGatIQCKAnjR2QIEAAAALQEBAAQAAADwAQAAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAAIADwAEDCQAAAABSXAEACQAAA5sBAAACAJQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYADCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAwAAhgEAAAUAAAAJAgAAAAIFAAAAFAJgAYACHAAAAPsCgP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAMAAAAwUAAAAUAmABOgAcAAAA+wKA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AmMfZAmc2+HRArQB1AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAGEAAAMFAAAAFAJgAVoBHAAAAPsCgP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAHW4PPd0QAAAAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAA9eQADlAAAACYGDwAdAUFwcHNNRkNDAQD2AAAA9gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAYJRFNNVDYAAWYXVGVYIElucHV0IExhbmd1YWdlAGE9MAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEvJ/JfIY8hL0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQDyHyCl8gol9I8h9BAPQQD0D0j0F/SPQQDyGl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAEAAAAAAAAAAPAQIAg2EAAgSGPQA9AgCIMAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQA1IQCKAgAACgAKHGY1ChxmNSEAigJ40dkCBAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Then, in the SLR model, we will only need to determine slope *b*.

(a) Express Error function in terms of *b* only. Hence, derive .

|  |
| --- |
|  |

(b) Use univariate gradient descent algorithm to find the value of *b* for which is at its minimum. Write your Python code in a single cell and copy-paste your code below.

|  |
| --- |
| import pandas as pd  from typing import Callable  df = pd.read\_csv('./data/fish.csv', sep=',', header=0)  def gradient\_descent\_b(      df: pd.DataFrame, b\_start: float,      alpha: float = 0.01, epsilon: float = 0.0001, max\_iter: int = 100  ):      def E(df: pd.DataFrame, b: float):          y\_true = df['Weight']          y\_hat = b \* df['Length']          err = y\_true - y\_hat          return (err \*\* 2).mean()      def E\_b(df:pd.DataFrame, b: float):          y\_true = df['Weight']          y\_hat = b \* df['Length']          err = y\_true - y\_hat          return -2 \* (err \* df['Length']).mean()      def gradient\_descent(          df: pd.DataFrame,          f: Callable, f\_b: Callable, b\_start: float,          alpha: float = 0.01, epsilon: float = 0.0001,          max\_iter: int = 100      ):          b = b\_start          difference = epsilon + 1          e = f(df, b)          print(f'i=0; b={b:10.2f}; e={e:10.2f}')          for i in range(1, max\_iter + 1):              b\_next = b - alpha \* f\_b(df, b)              e\_next = f(df, b\_next)              difference = abs(e\_next - e)              print(f'\ri={i}; b={b:10.5f}; e={e:10.5f}', end='')              if difference < epsilon:                  break              b = b\_next              e = e\_next      gradient\_descent(          df=df, b\_start=b\_start,          f=E, f\_b=E\_b,          alpha=alpha, epsilon=epsilon, max\_iter=max\_iter)  gradient\_descent\_b(df=df, b\_start=8, alpha=0.004, epsilon=0.00001, max\_iter=100) |

(c) Describe the changes and decisions you made on the parameters for your solution to reach convergence.

|  |
| --- |
| Different values for b\_start were tested: 0, 2, 8  Different values for alpha were tested: 0.001, 0.004, 0.007, 0.01 |

(d) Describe your MODEL 1 by filling the information below.

|  |
| --- |
| Final MODEL 1 equation is:  Minimum value of Error function is: 851.30938  Number of iterations ran to reach convergence: 5 |

**MODEL 2: SLR ⇒**  (25 marks)

Now we apply the SLR model where both intercept *a* and slope *b* are to be determined, when predicting *Weight* (*y*) using *Length* (*x*) as the predictor.

(a) Express Error function in terms of *a* and *b*. Hence, derive and .

|  |
| --- |
|  |

(b) Use gradient descent algorithm to find the values of *a* and *b* for which is at its minimum. Write your Python code in a single cell and copy-paste your code below.

|  |
| --- |
| import pandas as pd  from typing import Callable  df = pd.read\_csv('./data/fish.csv', sep=',', header=0)  def gradient\_descent\_a\_b(      df: pd.DataFrame,      a\_start: float, b\_start: float,      alpha: float = 0.01, epsilon: float = 0.0001, max\_iter: int = 100  ):      def E(df: pd.DataFrame, a: float, b: float):          y\_true = df['Weight']          y\_hat = b \* df['Length'] + a          err = y\_true - y\_hat          return (err \*\* 2).mean()        def E\_a(df: pd.DataFrame, a: float, b: float):          y\_true = df['Weight']          y\_hat = b \* df['Length'] + a          err = y\_true - y\_hat          return -2 \* err.mean()      def E\_b(df:pd.DataFrame, a: float, b: float):          y\_true = df['Weight']          y\_hat = b \* df['Length'] + a          err = y\_true - y\_hat          return -2 \* (err \* df['Length']).mean()      def gradient\_descent(          df: pd.DataFrame,          f: Callable, f\_a: Callable, f\_b: Callable,          a\_start: float, b\_start: float,          alpha: float = 0.001, epsilon: float = 0.0001,          max\_iter: int = 100      ):          a = a\_start          b = b\_start          e = f(df=df, a=a, b=b)          difference = epsilon + 1          print(f'i=0; a={a:10.2f}; b={b:10.2f}; e={e:10.2f}')          for i in range(1, max\_iter + 1):              pd\_a = f\_a(df=df, a=a, b=b)              pd\_b = f\_b(df=df, a=a, b=b)              a\_next = a - alpha \* pd\_a              b\_next = b - alpha \* pd\_b              e\_next = f(df=df, a=a\_next, b=b\_next)              difference = abs(e\_next - e)              a = a\_next              b = b\_next              e = e\_next              print(f'\ri={i}; a={a:10.5f}; b={b:10.5f}; e={e:10.5f}', end='')              if min(difference, pd\_a \*\* 2 + pd\_b \*\* 2) < epsilon:                  break      gradient\_descent(          df=df,          f=E, f\_a=E\_a, f\_b=E\_b,          a\_start=a\_start, b\_start=b\_start,          alpha=alpha, epsilon=epsilon, max\_iter=max\_iter      )  gradient\_descent\_a\_b(      df=df, a\_start=-250, b\_start=30,      alpha=0.007, epsilon=0.001, max\_iter=10000  ) |

(c) Describe the changes and decisions you made on the parameters for your solution to reach convergence.

|  |
| --- |
| Different values for a\_start were tested: 0, -200, -250  Different values for b\_start were tested: 0, 10, 20, 30  Different values for alpha were tested: 0.001, 0.004, 0.007, 0.01  Different values for epsilon were tested: 0.0001, 0.001 |

(d) Describe your MODEL 2 by filling the information below.

|  |
| --- |
| Final MODEL 2 equation is:  Minimum value of Error function is: 140.21956  Number of iterations ran to reach convergence: 49 |

**Conclusion on SLR** (15 marks)

(a) Using Python (or other software), in a single figure, plot the data points (scatterplot) together with the linear lines representing the two models. Insert the figure below and describe what you observe regarding the location of the data and the linear lines.

|  |
| --- |
| Chart, scatter chart  Description automatically generated  The Model 2’s prediction line fits the data points better than Model 1’s. I.e., the data points are closer to the orange line than the green one.  Model 1 is too simple a model for this regression problem as it assumes the data is centred (i.e., no y-intercept or a=0). Therefore, Model 1 underfits the data and produces a greater error than Model 2. |

(b) In a linear regression model, the constant ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzABAAACAI0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYQAAA40AAAAmBg8AEAFBcHBzTUZDQwEA6QAAAOkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAFmFVRlWCBJbnB1dCBMYW5ndWFnZQBhABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQAQAAAAAAAAAA8BAgCDYQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAhAIoCAAAKAKwmZgKsJmYCIQCKAnjR2QIEAAAALQEBAAQAAADwAQAAAwAAAAAA) is commonly interpreted as the value of the response variable when the predictor variable is zero. In your Model 2, can you interpret your value of ![](data:image/x-wmf;base64,183GmgAAAAAAAEABYAEDCQAAAAAyXgEACQAAAzABAAACAI0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAUABCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAAAAAQAAhgEAAAUAAAAJAgAAAAIFAAAAFAIAAToAHAAAAPsCgP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAJjH2QJnNvh0QK0AdQAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAYQAAA40AAAAmBg8AEAFBcHBzTUZDQwEA6QAAAOkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAGCURTTVQ2AAFmFVRlWCBJbnB1dCBMYW5ndWFnZQBhABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIS8n8l8hjyEvR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPIfIKXyCiX0jyH0EA9BAPQPSPQX9I9BAPIaX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQAQAAAAAAAAAA8BAgCDYQAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAhAIoCAAAKAOEnZgnhJ2YJIQCKAnjR2QIEAAAALQEBAAQAAADwAQAAAwAAAAAA) as such? Explain.

|  |
| --- |
| No. For model 2, . That would imply that a fish of length 0cm would weigh approximately -27.5g (unit is 0.1g). It is erroneous to interpret this way as weight cannot be negative. Furthermore, a fish of 0cm length should logically have 0.0g weight as well (No length => No weight).  This contradiction arises as a result of extrapolation. The predictions of the linear regression models are only valid for interpolation (predicting within the bounds of the known values). |

**MODEL 3: MLR ⇒**  (25 marks)

We can extend the SLR model to include more predictors. A linear regression model with more than 1 predictor is called **Multiple Linear Regression** (MLR) model.

Apply the MLR model where intercept *a*, and slopes *b* and *c* are to be determined, when predicting *Weight* (*y*) using *Length* (*x*) and *Width* (*w*) as the predictors.

(a) Explain how gradient descent algorithm can be extended for MODEL 3.

|  |
| --- |
| The error function now includes a third term (). Hence, , , and have to be rederived.  For each iteration, , and are updated using their corresponding update rules simultaneously (c being the extension from Model 2). The stopping criterion will also be modified to consider as part of the squared vector norm stopping criterion. |

(b) Use gradient descent algorithm to find the values of *a*, *b* and *c* for which Error function is at its minimum. Write your Python code in a single cell and copy-paste your code below.

|  |
| --- |
| import pandas as pd  from typing import Callable  df = pd.read\_csv('./data/fish.csv', sep=',', header=0)  def gradient\_descent\_a\_b\_c(      df: pd.DataFrame,      a\_start: float, b\_start: float, c\_start: float,      alpha: float = 0.01, epsilon: float = 0.0001, max\_iter: int = 100  ):      def E(df: pd.DataFrame, a: float, b: float, c: float):          y\_true = df['Weight']          y\_hat = a + b \* df['Length'] + c \* df['Width']          err = y\_true - y\_hat          return (err \*\* 2).mean()        def E\_a(df: pd.DataFrame, a: float, b: float, c: float):          y\_true = df['Weight']          y\_hat = a + b \* df['Length'] + c \* df['Width']          err = y\_true - y\_hat          return -2 \* err.mean()        def E\_b(df:pd.DataFrame, a: float, b: float, c: float):          y\_true = df['Weight']          y\_hat = a + b \* df['Length'] + c \* df['Width']          err = y\_true - y\_hat          return -2 \* (err \* df['Length']).mean()        def E\_c(df:pd.DataFrame, a: float, b: float, c: float):          y\_true = df['Weight']          y\_hat = a + b \* df['Length'] + c \* df['Width']          err = y\_true - y\_hat          return -2 \* (err \* df['Width']).mean()        def gradient\_descent(          df: pd.DataFrame,          f: Callable, f\_a: Callable, f\_b: Callable, f\_c: Callable,          a\_start: float, b\_start: float, c\_start: float,          alpha: float = 0.001, epsilon: float = 0.0001,          max\_iter: int = 100      ):          a = a\_start          b = b\_start          c = c\_start          difference = epsilon + 1          e = f(df, a, b, c)          print(f'i=0; a={a:10.2f}; b={b:10.2f}; c={c:10.2f}; e={e:10.2f}')          for i in range(1, max\_iter + 1):              pd\_a = f\_a(df, a=a, b=b, c=c)              pd\_b = f\_b(df, a=a, b=b, c=c)              pd\_c = f\_c(df, a=a, b=b, c=c)              a\_next = a - alpha \* pd\_a              b\_next = b - alpha \* pd\_b              c\_next = c - alpha \* pd\_c              e\_next = f(df, a\_next, b\_next, c\_next)              difference = abs(e\_next - e)                a = a\_next              b = b\_next              c = c\_next              e = e\_next              print(f'\ri={i}; a={a:10.5f}; b={b:10.5f}; c={c:10.5f}; e={e:10.5f}', end='')              if min(difference, pd\_a \*\* 2 + pd\_b \*\* 2 + pd\_c \*\* 2) < epsilon:                  break        gradient\_descent(df=df,          f=E, f\_a=E\_a, f\_b=E\_b, f\_c=E\_c,          a\_start=a\_start, b\_start=b\_start, c\_start=c\_start,          alpha=alpha, epsilon=epsilon, max\_iter=max\_iter)  gradient\_descent\_a\_b\_c(      df=df,      a\_start=-200, b\_start=20, c\_start=60,      alpha=0.007, epsilon=0.001, max\_iter=100  ) |

(c) Describe the changes and decisions you made on the parameters for your solution to reach convergence.

|  |
| --- |
| Different values for alpha were tested: 0.001, 0.004, 0.005, 0.007, 0.01  Different values for epsilon were tested: 0.0001, 0.001  Different values for a\_start were tested: 0, -200, -250  Different values for b\_start were tested: 0, 10, 20  Different values for c\_start were tested: 0, 20, 40, 60, 80 |

(d) Describe your MODEL 3 by filling the information below.

|  |
| --- |
| Final MODEL 3 equation is:  Minimum value of Error function is: 47.55437  Number of iterations ran to reach convergence: 45 |

**Conclusion** (10 marks)

(a) David used gradient descent algorithm to find the 3 models. Next, he computed the predicted weights using the 3 models for all the data points in the dataset. He noticed that for one of the data points, the error of the predicted weight in Model 1 from the actual weight is the smallest, compared to the other 2 models. Is this possible, assuming he has done his gradient descent algorithm correctly? Explain.

|  |
| --- |
| Yes, this is possible. Models 2 and 3 fit the data better than Model 1, and therefore should yield lower errors than Model 1 most of the time.  However, there may be outliers in the data which are closer to the prediction line of Model 1 than the other 2 Models. While this is not impossible, such cases are rare and infrequently encountered. |

(b) Compare the 3 models. Which model will you use to predict weight in this context? Explain.

|  |
| --- |
| I would use Model 3.  Logical Argument: Model 3 takes both length and width into account when predicting weight. Models 1 and 2 only take length into account. Fish may be short or long, narrow or wide. Both variables affect the fish’s weight and are not necessarily interdependent, hence Model 3 is better in this context.  Numerical Argument: Model 3 also has the lowest mean squared error among the 3 models. |