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# Q1: Samples and Resampling (40 points)

In Question 2 on Assignment 2, we used the validation set approach to model assessment and selection.

## (a) How many observations were in the sample? In the training set? In the test set? How many

training sets were there? How many test sets? What are strengths and weaknesses of this approach?

There were 4,422 observations in the dataset from assignment 2. There were 3316 obs in the training and 1106 in the test with a 75% split. FOr the KNN classifier 3538 training 884 test, using a 80% 20% split. There was one set of each in both.

The validation approach is simple and easy, but your estimates can have a lot of variation depending on what is inside your training/test set.

### (b) How many observations would there have been in the training set for LOOCV? In the test set? How many

training sets would there have been? How many test sets? What are strengths and weaknesses of this approach?

With LOOCV there would be 4421 observations in training and 1 in test, but there would be 4422 train/test sets. The main advantage is that you will have less bias because n-1 observations are in your training set, but it is computational expensives. Therefore, it might take a long time to use if you have millions of observations.

### (c) How many observations would there have been in the training set using kfold CV? In the test set? How

training sets would there have been? How many test sets? What are strengths and weaknesses of this approach?

There number of observations and sets depends on how many folds you select. 5 K-fold validation would split the data into 5 random sets of approximately 884 or 885. Each set would get a chance to act as the training set, and all the other sets are added together to function as the test set. The biggest appeal for kfold is its speed. It’s less computationally intensive, but there is more bias. Increasing the number of folds reduces bias close to LOOCV.

### (d) How many observations would there have been in the training set using bootstrapping? In the test set?

How many training sets would there have been? How many test sets? What are strengths and weaknesses of this approach?

The bootstrap method does not separate the data into test and train. Random samples are taken from the original sample k number of times. The total number of bootstrap samples you want depends on how much variance is in your statistics. If there is high variance, you might want more samples than if the variance was low.

# Q2: Resampling in data (40 points)

library(reshape2)  
library(readr)  
library(janitor)  
library(dplyr)  
water <- read\_csv("Austin\_Water\_-\_Residential\_Water\_Consumption.csv")  
water <- clean\_names(water)  
water$customer\_class <- gsub(" - ", "\_", water$customer\_class)  
water$customer\_class <- gsub("-", "\_", water$customer\_class)  
water$year <- as.numeric(substr(water$year\_month, 1, 4))  
water$month <- as.numeric(substr(water$year\_month, 5, 6))  
water <- water[water$postal\_code != "", ]  
water <- na.omit(water)  
water <- as.data.frame(aggregate(data=water, total\_gallons~customer\_class+year+postal\_code, sum))  
water <- water[water$year == 2014,]  
water$hi\_use <- 0  
water$hi\_use[water$total\_gallons > mean(water$total\_gallons)] = 1  
water$zip\_code <- water$postal\_code  
houses <- read\_csv("2014\_Housing\_Market\_Analysis\_Data\_by\_Zip\_Code.csv")  
houses <- clean\_names(houses)  
atx <- inner\_join(water, houses, by="zip\_code")  
atx$hi\_use <- as.factor(atx$hi\_use)

### (a) Split the data into a training set (80%) and a test set (20%). Produce summary statistics of the

variable HiUse for the training and test sets separately.

library(caTools)  
set.seed(555)  
split = sample.split(atx$hi\_use, SplitRatio = 0.80)  
train = subset(atx, split == TRUE)  
test = subset(atx, split == FALSE)  
print("Train")

## [1] "Train"

print(summary(train$hi\_use))

## 0 1   
## 65 41

print("Test")

## [1] "Test"

print(summary(test$hi\_use))

## 0 1   
## 16 10

### (b) Fit a multiple logistic regression model predicting HiUse and using (among other things of your

choice) Median.home.value as a predictor to the training set. Compute the test error – i.e. the fraction of the observations in the test set that are misclassified.

Based on this model, with a threshold of 50%, there were 0 false negatives and 4 false positives.Overall it was correct = of the time.

model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=train)  
summary(model)

##   
## Call:  
## glm(formula = hi\_use ~ customer\_class + median\_home\_value + median\_household\_income +   
## median\_rent, family = binomial(link = "logit"), data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -1.98106 -0.00008 -0.00006 0.67585 1.32839   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)  
## (Intercept) -2.076e+01 2.075e+03 -0.010 0.992  
## customer\_classIrrigation\_Residential -3.312e-01 2.949e+03 0.000 1.000  
## customer\_classMulti\_Family 2.051e+01 2.075e+03 0.010 0.992  
## customer\_classResidential 2.102e+01 2.075e+03 0.010 0.992  
## median\_home\_value -4.233e-06 3.940e-06 -1.074 0.283  
## median\_household\_income 2.591e-05 2.062e-05 1.256 0.209  
## median\_rent 7.636e-04 2.696e-03 0.283 0.777  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 141.466 on 105 degrees of freedom  
## Residual deviance: 59.507 on 99 degrees of freedom  
## AIC: 73.507  
##   
## Number of Fisher Scoring iterations: 18

library(caret)  
p <- predict(model, test, type = "response")  
print(summary(p))

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0000 0.0000 0.6365 0.4233 0.8068 0.9045

p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, test[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 12 0  
## Predict 1 4 10

### (c) Redo the split so that you have different observations in the training and test sets and produce

summary statistics of the variable HiUse in the new training and test sets. Fit the same multiple logistic regression model in (b) to the new training set and compute the new test error. Comment on your results with respect to the results from (a) and (b).

Based on this model, with a threshold of 50%, there were 4 false negatives and 4 false positives. Overall it was correct = of the time.

set.seed(2)  
split = sample.split(atx$hi\_use, SplitRatio = 0.80)  
train = subset(atx, split == TRUE)  
test = subset(atx, split == FALSE)  
print(summary(train$hi\_use))

## 0 1   
## 65 41

print(summary(test$hi\_use))

## 0 1   
## 16 10

model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=train)  
summary(model)

##   
## Call:  
## glm(formula = hi\_use ~ customer\_class + median\_home\_value + median\_household\_income +   
## median\_rent, family = binomial(link = "logit"), data = train)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.11522 -0.00002 0.00000 0.47203 1.59661   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -3.062e+01 2.820e+03 -0.011 0.9913   
## customer\_classIrrigation\_Residential -3.121e+00 3.789e+03 -0.001 0.9993   
## customer\_classMulti\_Family 2.321e+01 2.820e+03 0.008 0.9934   
## customer\_classResidential 2.490e+01 2.820e+03 0.009 0.9930   
## median\_home\_value -5.066e-06 4.369e-06 -1.160 0.2462   
## median\_household\_income -1.149e-05 2.719e-05 -0.423 0.6725   
## median\_rent 1.013e-02 4.277e-03 2.369 0.0178 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 141.466 on 105 degrees of freedom  
## Residual deviance: 49.244 on 99 degrees of freedom  
## AIC: 63.244  
##   
## Number of Fisher Scoring iterations: 19

p <- predict(model, test, type = "response")  
print(summary(p))

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 0.0000 0.0000 0.3689 0.3758 0.7636 0.9996

p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, test[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 12 4  
## Predict 1 4 6

### (d) Split the data into k folds for a value of k that you choose. Produce summary statistics of the

variable HiUse for each of the k training and validation sets separately. Fit the same multiple logistic regression model in (b) to each of the k training sets and compute the k new test errors. Comment on your results.

The test error rates are: 0.153847, 0.148149, 0.185186, 0.1538462, 0.1538462. The summary statistics of hi\_use are below. Despite having a variation of hi\_use values in each kfold set, the test errors are very similar.

set.seed(2)  
rand <- sample(nrow(atx))  
  
k1row <- rand[rand %% 5 + 1 == 1]  
k2row <- rand[rand %% 5 + 1 == 2]  
k3row <- rand[rand %% 5 + 1 == 3]  
k4row <- rand[rand %% 5 + 1 == 4]  
k5row <- rand[rand %% 5 + 1 == 5]  
  
k1fold <- atx[k1row,]  
k2fold <- atx[k2row,]  
k3fold <- atx[k3row,]  
k4fold <- atx[k4row,]  
k5fold <- atx[k5row,]  
  
print("Summary Statistics for 5 folds")

## [1] "Summary Statistics for 5 folds"

summary(k1fold$hi\_use)

## 0 1   
## 17 9

summary(k2fold$hi\_use)

## 0 1   
## 14 13

summary(k3fold$hi\_use)

## 0 1   
## 15 12

summary(k4fold$hi\_use)

## 0 1   
## 17 9

summary(k5fold$hi\_use)

## 0 1   
## 18 8

#model with k1fold as test   
model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=rbind(k2fold, k3fold,k4fold,k5fold))  
p <- predict(model, k1fold, type = "response")  
p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, k1fold[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 13 0  
## Predict 1 4 9

#model with k2fold as test  
model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=rbind(k1fold, k3fold,k4fold,k5fold))  
p <- predict(model, k2fold, type = "response")  
p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, k2fold[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 11 1  
## Predict 1 3 12

#Model with k3fold as test  
model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=rbind(k2fold, k1fold,k4fold,k5fold))  
p <- predict(model, k3fold, type = "response")  
p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, k3fold[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 12 3  
## Predict 1 3 9

#Model with k4fold as test  
model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=rbind(k2fold, k1fold,k3fold,k5fold))  
p <- predict(model, k4fold, type = "response")  
p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, k4fold[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 13 0  
## Predict 1 4 9

#Model with k5fold as test  
model <- glm(hi\_use~ customer\_class +median\_home\_value + median\_household\_income + median\_rent ,family=binomial(link='logit'),data=rbind(k2fold, k1fold,k3fold,k4fold))  
p <- predict(model, k5fold, type = "response")  
p\_class <- ifelse(p > 0.5, "Predict 1", "Predict 0")  
print(table(p\_class, k5fold[["hi\_use"]]))

##   
## p\_class 0 1  
## Predict 0 14 0  
## Predict 1 4 8

# Q3: Bootstrapping in simulated data (30 points)

In 1993, Barcelona began a long program to implement “Superblocks” aimed at reducing through traffic in urban areas with many pedestrians. Vox has interesting write up (<https://www.vox.com/energy-andenvironment/2019/4/9/18300797/barcelona-spain-superblocks-urban-plan>). Suppose you are employed by a hypothetical city that had implemented Superblocks along with a parking permit system for residentialtraffic. You notice two interesting things over the course of a year: 1) that vehicle-pedestrian accidents are surprisingly high when the number of permits issued are very low – perhaps so low that pedestrians forget that there are ever any cars at all, and 2) vehicle-pedestrian accidents are UN-surprisingly high when the number of permits issued are very high. This suggests a U-shaped relationship between vehicle-pedestrian accidents and the number of permits issued.

### (a) Generate 100 observations of the number of permits issued distributed N(mew =75, sigma =20).

Generate an error term distributed N(mew =0, sigma =7). Generate a number of accidents from: Y = B0 + B1X1 + B2x1^2 + e where y is the number of accidents, B0 = 125, B1 = −3.8, X1 is the number of permits issued, B2= 0.035, and e is the error term. Plot the scatterplot. Plot the function in Equation 1 – but without the error term – over the scatterplot (hint: use stat\_function() together with xlim() in ggplot). Estimate the number of permits issue that corresponds to the fewest number of accidents and draw a vertical line on the figure.

The number of permits with the fewest number of accidents is approximately 54.

library(ggplot2)  
set.seed(666)  
x <- rnorm(100, 75, 20)  
x2 <- x\*x  
e <- rnorm(100, 0, 7)  
y <- 125 + -3.8\*x + 0.035\*x\*\*2  
df <- data.frame(y, x, x2)  
ggplot(data = df, aes(x=x, y=y)) + geom\_point() + geom\_vline(xintercept = 54.2857143, linetype = "dashed", color = "red")

![](data:image/png;base64,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)

### (b) Conduct a linear regression of the number of accidents on the number of permits and the

squared number of permits and present and interpret the results. This is certainly an inference problem, but the coefficients b1 and b2 are not very interesting by themselves. What is more interesting is the vertical line at x= -b1/2b2 which identifies the minimum Y in terms of X. Calculate this value and interpret it.

124.99999999999995736744 -3.79999999999999760192(54.2857143) + 0.03500000000000001721(54.2857143)^2 = 21.8571428571

*21.8571428571* is the number of accidents we would expect to see with approx 54 permits issued.

library(boot)

##   
## Attaching package: 'boot'

## The following object is masked from 'package:lattice':  
##   
## melanoma

model <- lm(y ~ x + x2, data = df)  
summary(model)

##   
## Call:  
## lm(formula = y ~ x + x2, data = df)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.615e-13 -4.068e-14 -1.397e-14 1.360e-15 1.713e-12   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.250e+02 1.834e-13 6.817e+14 <2e-16 \*\*\*  
## x -3.800e+00 5.035e-15 -7.547e+14 <2e-16 \*\*\*  
## x2 3.500e-02 3.341e-17 1.048e+15 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 1.882e-13 on 97 degrees of freedom  
## Multiple R-squared: 1, Adjusted R-squared: 1   
## F-statistic: 1.687e+30 on 2 and 97 DF, p-value: < 2.2e-16

### (c) Linear regression gives us a standard error for the coefficients b1 and b2, but not for this

important and interesting value of x that minimizes the number of accidents. Use bootstrapping to estimate a standard error for this value. Interpret the results – make and explain a recommendation for a the number of permits to issue.

The standard error and bias is extremely lower. Therefore, we can be confident that 54or 55 permits would result in the lowest number of accidents.

library(boot)  
  
bs <- function(data, indices) {  
 d <- data[indices,] # allows boot to select sample  
 fit <- lm(y ~ x + x2, data=d, subset= indices)  
 return(-coef(fit)["x"]/(2\*coef(fit)["x2"]))  
}  
  
results <- boot(data=df, statistic=bs,  
 R=1000)  
  
results

##   
## ORDINARY NONPARAMETRIC BOOTSTRAP  
##   
##   
## Call:  
## boot(data = df, statistic = bs, R = 1000)  
##   
##   
## Bootstrap Statistics :  
## original bias std. error  
## t1\* 54.28571 4.973799e-14 4.039066e-14