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# Q1: Model Selection in the abstract (20 points)

The decennial census is a massive undertaking that involves hiring thousands of short-term employees and, locally, volunteering opportunities. The Census’ 2016 Planning Database Block Group Data contains 344 variables describing 220,357 block groups. The variable Mail\_Return\_Rate\_CEN\_2010 is the 2010 Census Mail Return Rate – suppose that when this rate is low in a block group, more people are needed to help with the count. We know the return rates, along with a lot of other characteristics of block groups, for 2010 but a lot has changed in ten years. Understanding the most important drivers of low return rates in 2010 could help with planning for 2020.

### (a) Describe how you might use forward vs. backward stepwise selection to find the best model of

###low return rates. Explain the advantages and disadvantages of one approach over the other. ##Explain how these approaches compare to best subset selection.

Using forward and backward stepwise selection will help us decide which features are most important in our model, especially when n < p. Both are computationally superior to best subset selection, where 2^p models are created. While FSS is computationally superior, there is still a chance that the selected model will not be the best one. Some casual predictors with low p-values at the beginning of the selection process might not be included . BSS does not have this problem because all predictors are added into the model first, and then substracted. The downside of BSS is that n must be greater than p.

### (b) How would you use model-level comparison metrics to determine when one model is better

### than another? Explain how a “penalty” works and how they manifest differently in different

### comparison metrics.

There are essentially two methods for comparing models, make adjustments to the training error to account for overfitting, and directly estimating test error through cross-validation.

Since R^2 and MSE increase and decrease monotonically as predictors are added, metrics such as Cp, AIC, BIC, and adjusted R^2 are used. Each of them has a penalty term which increases with the number of predictors.

**Cp** = (RSS - 2d), where d is the number of predictors, and is an estimate of the error associated with each response measurement. THis is done to adjust for the decline in RSS that occurs when more predictors are added.

**AIC** = (RSS - 2d), which uses maximum likelihood and is proportional to *Cp*

**BIC** = (RSS - log(n)d), which uses a log instead of 2d, resulting in a larger penality for a high number of predictors.

**Adjusted**  = , the result being that adding predictors that are just noise will only slightly decrease the RSS.

# Q2: Model Selection in data (40 points)

### (a) Use both forward and backward stepwise selection to find the best models containing 10 or

### fewer predictors. List the predictors in the order in which they enter the model for both

### methods.

library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

library(leaps)  
library(MASS)

##   
## Attaching package: 'MASS'

## The following object is masked from 'package:dplyr':  
##   
## select

# Fit the full model   
#full.model <- lm(Mail\_Return\_Rate\_CEN\_2010 ~., data = train)  
# Stepwise regression model  
#step.model <- stepAIC(full.model, direction = "forward", steps = 10,   
# trace = FALSE)  
#summary(step.model)  
  
#models <- regsubsets(Mail\_Return\_Rate\_CEN\_2010~., data = train, nvmax = 10, method = "forward")  
#summary(models)  
  
library(olsrr)

##   
## Attaching package: 'olsrr'

## The following object is masked from 'package:MASS':  
##   
## cement

## The following object is masked from 'package:datasets':  
##   
## rivers

model<-lm(Mail\_Return\_Rate\_CEN\_2010~., data = train)  
  
FWDfit.p<-ols\_step\_forward\_p(model,penter=.0002)  
  
#This gives you the short summary of the models at each step  
print("Forward")

## [1] "Forward"

FWDfit.p

##   
## Selection Summary   
## ---------------------------------------------------------------------------------------------------  
## Variable Adj.   
## Step Entered R-Square R-Square C(p) AIC RMSE   
## ---------------------------------------------------------------------------------------------------  
## 1 Med\_HHD\_Inc\_BG\_ACS\_10\_14 0.3780 0.3767 3373.8125 3341.7398 7.2426   
## 2 Renter\_Occp\_HU\_CEN\_2010 0.5419 0.5400 2358.3523 3193.5459 6.2218   
## 3 Sngl\_Prns\_HHD\_CEN\_2010 0.6700 0.6680 1564.8862 3034.4116 5.2857   
## 4 Med\_House\_Value\_TR\_ACSMOE\_10\_14 0.6899 0.6873 1226.0878 2878.5027 4.8781   
## 5 Med\_House\_Value\_TR\_ACS\_10\_14 0.7024 0.6992 1160.0969 2860.9229 4.7843   
## 6 RPLCMNT\_FRMS\_CEN\_2010 0.7149 0.7112 1093.8870 2842.4396 4.6878   
## 7 Hispanic\_CEN\_2010 0.7237 0.7196 1047.5430 2829.3714 4.6194   
## 8 FRST\_FRMS\_CEN\_2010 0.7400 0.7356 960.6080 2802.3463 4.4860   
## 9 Males\_CEN\_2010 0.7815 0.7773 735.7990 2721.2009 4.1168   
## 10 One\_Health\_Ins\_ACS\_10\_14 0.7911 0.7866 685.4222 2701.7551 4.0297   
## ---------------------------------------------------------------------------------------------------

BWDfit.p <-ols\_step\_backward\_p(model, prem = .000001)  
  
#This gives you the short summary of the models at each step  
print("Backward")

## [1] "Backward"

print(BWDfit.p)

##   
##   
## Elimination Summary   
## ---------------------------------------------------------------------------------------------------  
## Variable Adj.   
## Step Removed R-Square R-Square C(p) AIC RMSE   
## ---------------------------------------------------------------------------------------------------  
## 1 MLT\_U2\_9\_STRC\_ACSMOE\_10\_14 0.9269 0.8786 158.0002 1998.5244 2.5722   
## 2 Pop\_5\_17\_CEN\_2010 0.9269 0.8791 156.0006 1996.5251 2.5668   
## 3 avg\_Agg\_HH\_INC\_ACSMOE\_10\_14 0.9269 0.8796 154.0011 1994.5260 2.5615   
## 4 Pov\_Univ\_ACSMOE\_10\_14 0.9269 0.8801 152.0018 1992.5271 2.5562   
## 5 Prs\_Blw\_Pov\_Lev\_ACSMOE\_10\_14 0.9269 0.8806 150.0031 1990.5293 2.5509   
## 6 Aggregate\_HH\_INC\_ACSMOE\_10\_14 0.9269 0.8811 148.0064 1988.5348 2.5457   
## 7 ENG\_VW\_OTHER\_ACS\_10\_14 0.9269 0.8816 146.0099 1986.5407 2.5405   
## 8 Rel\_Child\_Under\_6\_ACSMOE\_10\_14 0.9269 0.882 144.0147 1984.5487 2.5354   
## 9 Not\_HS\_Grad\_ACS\_10\_14 0.9269 0.8825 142.0193 1982.5563 2.5303   
## 10 Pop\_18\_24\_ACS\_10\_14 0.9269 0.883 140.0243 1980.5647 2.5252   
## 11 NH\_Asian\_alone\_ACS\_10\_14 0.9269 0.8834 138.0363 1978.5848 2.5202   
## 12 Sngl\_Prns\_HHD\_ACS\_10\_14 0.9269 0.8839 136.0484 1976.6050 2.5152   
## 13 Rel\_Family\_HHD\_ACS\_10\_14 0.9269 0.8844 134.0673 1974.6366 2.5103   
## 14 Othr\_Lang\_ACSMOE\_10\_14 0.9269 0.8848 132.0893 1972.6734 2.5054   
## 15 Diff\_HU\_1yr\_Ago\_ACS\_10\_14 0.9269 0.8853 130.1139 1970.7146 2.5006   
## 16 Females\_ACSMOE\_10\_14 0.9269 0.8857 128.1388 1968.7561 2.4958   
## 17 Pop\_25\_44\_CEN\_2010 0.9269 0.8861 126.1742 1966.8154 2.4911   
## 18 Two\_Plus\_Health\_Ins\_ACS\_10\_14 0.9268 0.8866 124.2071 1964.8703 2.4864   
## 19 One\_Health\_Ins\_ACSMOE\_10\_14 0.9268 0.887 122.2439 1962.9318 2.4817   
## 20 Med\_House\_Value\_TR\_ACS\_10\_14 0.9268 0.8874 120.2782 1960.9890 2.4771   
## 21 Pop\_25\_44\_ACSMOE\_10\_14 0.9268 0.8878 118.3197 1959.0584 2.4725   
## 22 Mobile\_Homes\_ACSMOE\_10\_14 0.9268 0.8882 116.3621 1957.1292 2.4680   
## 23 Med\_House\_Value\_BG\_ACS\_10\_14 0.9268 0.8886 114.4205 1955.2267 2.4636   
## 24 Sngl\_Prns\_HHD\_ACSMOE\_10\_14 0.9268 0.889 112.4748 1953.3172 2.4591   
## 25 NH\_White\_alone\_ACSMOE\_10\_14 0.9267 0.8894 110.5451 1951.4347 2.4548   
## 26 Single\_Unit\_ACSMOE\_10\_14 0.9267 0.8898 108.6174 1949.5552 2.4505   
## 27 HHD\_Moved\_in\_ACS\_10\_14 0.9267 0.8902 106.6863 1947.6701 2.4463   
## 28 ENG\_VW\_API\_ACS\_10\_14 0.9267 0.8906 104.7547 1945.7842 2.4420   
## 29 Tot\_Prns\_in\_HHD\_ACSMOE\_10\_14 0.9267 0.8909 102.8467 1943.9375 2.4379   
## 30 Recent\_Built\_HU\_ACSMOE\_10\_14 0.9266 0.8913 100.9336 1942.0823 2.4338   
## 31 Pop\_under\_5\_CEN\_2010 0.9266 0.8917 99.0495 1940.2753 2.4299   
## 32 Not\_HS\_Grad\_ACSMOE\_10\_14 0.9266 0.892 97.1564 1938.4532 2.4259   
## 33 LAND\_AREA 0.9265 0.8924 95.2406 1936.5933 2.4218   
## 34 NH\_AIAN\_alone\_CEN\_2010 0.9265 0.8927 93.3698 1934.8082 2.4180   
## 35 Med\_HHD\_Inc\_TR\_ACSMOE\_10\_14 0.9264 0.893 91.5393 1933.0900 2.4145   
## 36 avg\_Tot\_Prns\_in\_HHD\_CEN\_2010 0.9264 0.8933 89.7041 1931.3637 2.4109   
## 37 NH\_AIAN\_alone\_ACSMOE\_10\_14 0.9263 0.8936 87.9061 1929.6989 2.4075   
## 38 MrdCple\_Fmly\_HHD\_ACSMOE\_10\_14 0.9263 0.8939 86.1072 1928.0323 2.4041   
## 39 Pop\_under\_5\_ACSMOE\_10\_14 0.9262 0.8942 84.2873 1926.3308 2.4007   
## 40 Rel\_Child\_Under\_6\_CEN\_2010 0.9261 0.8945 82.5096 1924.6989 2.3975   
## 41 Pop\_18\_24\_CEN\_2010 0.9261 0.8948 80.6819 1922.9839 2.3940   
## 42 No\_Plumb\_ACSMOE\_10\_14 0.926 0.8951 78.9176 1921.3735 2.3909   
## 43 College\_ACSMOE\_10\_14 0.9259 0.8954 77.1471 1919.7525 2.3878   
## 44 Males\_ACSMOE\_10\_14 0.9258 0.8956 75.5209 1918.3689 2.3854   
## 45 No\_Health\_Ins\_ACSMOE\_10\_14 0.9257 0.8958 73.8642 1916.9343 2.3829   
## 46 NH\_SOR\_alone\_ACS\_10\_14 0.9256 0.896 72.2065 1915.4970 2.3804   
## 47 Crowd\_Occp\_U\_ACS\_10\_14 0.9255 0.8962 70.5835 1914.1161 2.3780   
## 48 Tot\_Population\_ACS\_10\_14 0.9254 0.8964 68.9493 1912.7158 2.3757   
## 49 Tot\_Prns\_in\_HHD\_ACS\_10\_14 0.9253 0.8967 67.1152 1910.9874 2.3723   
## 50 Female\_No\_HB\_CEN\_2010 0.9253 0.897 65.3867 1909.4317 2.3695   
## 51 Prs\_Blw\_Pov\_Lev\_ACS\_10\_14 0.9252 0.8972 63.6875 1907.9232 2.3669   
## 52 Othr\_Lang\_ACS\_10\_14 0.9251 0.8974 62.0353 1906.4909 2.3645   
## 53 Inst\_GQ\_CEN\_2010 0.925 0.8976 60.3608 1905.0213 2.3620   
## 54 Renter\_Occp\_HU\_ACS\_10\_14 0.9249 0.8978 58.6584 1903.5059 2.3594   
## 55 PUB\_ASST\_INC\_ACS\_10\_14 0.9247 0.898 57.0926 1902.2115 2.3575   
## 56 NH\_AIAN\_alone\_ACS\_10\_14 0.9246 0.8982 55.4867 1900.8511 2.3553   
## 57 Female\_No\_HB\_ACSMOE\_10\_14 0.9245 0.8984 53.8817 1899.4909 2.3532   
## 58 Pop\_45\_64\_ACSMOE\_10\_14 0.9244 0.8985 52.3098 1898.1832 2.3513   
## 59 Crowd\_Occp\_U\_ACSMOE\_10\_14 0.9241 0.8986 51.0398 1897.3610 2.3508   
## 60 Hispanic\_ACSMOE\_10\_14 0.924 0.8987 49.6350 1896.3188 2.3497   
## 61 Pop\_45\_64\_CEN\_2010 0.9237 0.8987 48.3597 1895.4818 2.3492   
## 62 Med\_House\_Value\_TR\_ACSMOE\_10\_14 0.9235 0.8987 47.1722 1894.7817 2.3491   
## 63 College\_ACS\_10\_14 0.9232 0.8988 45.9335 1893.9959 2.3488   
## 64 Rel\_Family\_HHD\_ACSMOE\_10\_14 0.923 0.8988 44.7023 1893.2183 2.3485   
## 65 NonFamily\_HHD\_ACSMOE\_10\_14 0.9228 0.8989 43.3430 1892.2341 2.3476   
## 66 Not\_MrdCple\_HHD\_ACSMOE\_10\_14 0.9226 0.899 41.9312 1891.1645 2.3465   
## 67 Pop\_5\_17\_ACSMOE\_10\_14 0.9223 0.8989 40.8583 1890.6265 2.3469   
## 68 Pop\_5yrs\_Over\_ACSMOE\_10\_14 0.9221 0.899 39.5718 1889.7479 2.3464   
## 69 HHD\_PPL\_Und\_18\_ACS\_10\_14 0.922 0.8991 38.1282 1888.6203 2.3451   
## 70 HHD\_PPL\_Und\_18\_ACSMOE\_10\_14 0.9216 0.899 37.1388 1888.1998 2.3460   
## 71 NH\_SOR\_alone\_CEN\_2010 0.9214 0.899 36.0284 1887.5851 2.3463   
## 72 Tot\_Vacant\_Units\_ACSMOE\_10\_14 0.9211 0.899 34.8147 1886.8056 2.3461   
## 73 Female\_No\_HB\_ACS\_10\_14 0.9208 0.8989 34.0205 1886.6700 2.3478   
## 74 HHD\_Moved\_in\_ACSMOE\_10\_14 0.9204 0.8987 33.3051 1886.6465 2.3499   
## 75 Pop\_25yrs\_Over\_ACSMOE\_10\_14 0.920 0.8986 32.3983 1886.3210 2.3510   
## 76 NH\_NHOPI\_alone\_ACSMOE\_10\_14 0.9197 0.8985 31.4826 1885.9748 2.3522   
## 77 NH\_NHOPI\_alone\_ACS\_10\_14 0.9197 0.8988 29.5061 1884.0104 2.3485   
## 78 Hispanic\_ACS\_10\_14 0.9193 0.8986 28.8337 1884.0259 2.3508   
## 79 NH\_White\_alone\_ACS\_10\_14 0.919 0.8985 27.8690 1883.5906 2.3517   
## 80 NH\_Asian\_alone\_ACSMOE\_10\_14 0.9186 0.8984 26.9069 1883.1530 2.3526   
## 81 Males\_ACS\_10\_14 0.9182 0.8982 26.3913 1883.3769 2.3555   
## 82 Aggregate\_HH\_INC\_ACS\_10\_14 0.9177 0.8979 25.9337 1883.6748 2.3586   
## 83 avg\_Agg\_HH\_INC\_ACS\_10\_14 0.9176 0.8981 24.3420 1882.2807 2.3567   
## 84 Tot\_GQ\_CEN\_2010 0.9172 0.8979 23.5319 1882.0417 2.3582   
## 85 Pov\_Univ\_ACS\_10\_14 0.9168 0.8978 22.8616 1882.0003 2.3604   
## 86 Pop\_1yr\_Over\_ACS\_10\_14 0.9165 0.8976 22.0025 1881.6733 2.3617   
## 87 Pop\_65plus\_ACSMOE\_10\_14 0.916 0.8974 21.4531 1881.7901 2.3644   
## 88 ENG\_VW\_OTHER\_ACSMOE\_10\_14 0.9154 0.8969 21.5704 1882.8599 2.3698   
## 89 ENG\_VW\_API\_ACSMOE\_10\_14 0.9151 0.8969 20.5405 1882.2586 2.3704   
## 90 ENG\_VW\_SPAN\_ACSMOE\_10\_14 0.9146 0.8966 20.1033 1882.5014 2.3734   
## 91 Diff\_HU\_1yr\_Ago\_ACSMOE\_10\_14 0.914 0.8962 19.9762 1883.1727 2.3778   
## 92 MrdCple\_Fmly\_HHD\_CEN\_2010 0.9132 0.8955 20.7747 1885.1312 2.3860   
## 93 Not\_MrdCple\_HHD\_CEN\_2010 0.9129 0.8955 19.7188 1884.4579 2.3864   
## 94 Sngl\_Prns\_HHD\_CEN\_2010 0.9127 0.8956 18.2218 1883.1629 2.3849   
## 95 Med\_HHD\_Inc\_BG\_ACS\_10\_14 0.912 0.8951 18.5739 1884.4430 2.3912   
## 96 NH\_Asian\_alone\_CEN\_2010 0.9112 0.8945 19.0948 1885.9287 2.3981   
## 97 Med\_HHD\_Inc\_BG\_ACSMOE\_10\_14 0.9046 0.8871 37.4972 1915.8360 2.4778   
## 98 NH\_SOR\_alone\_ACSMOE\_10\_14 0.9038 0.8864 38.0962 1917.1620 2.4845   
## 99 NH\_White\_alone\_CEN\_2010 0.9032 0.886 38.3183 1917.9837 2.4896   
## 100 NH\_NHOPI\_alone\_CEN\_2010 0.9025 0.8855 38.6039 1918.8654 2.4949   
## 101 Occp\_U\_NO\_PH\_SRVC\_ACSMOE\_10\_14 0.9017 0.885 38.9911 1919.8532 2.5006   
## 102 TEA\_Mail\_Out\_Mail\_Back\_CEN\_2010 0.9013 0.8848 38.3640 1919.5615 2.5023   
## 103 Occp\_U\_NO\_PH\_SRVC\_ACS\_10\_14 0.9007 0.8845 38.1913 1919.8237 2.5057   
## 104 Tot\_Population\_ACSMOE\_10\_14 0.9001 0.8841 38.1976 1920.2930 2.5098   
## 105 Aggr\_House\_Value\_ACSMOE\_10\_14 0.8995 0.8837 38.2920 1920.8545 2.5142   
## 106 Pop\_1yr\_Over\_ACSMOE\_10\_14 0.8986 0.883 39.2417 1922.4343 2.5218   
## 107 Two\_Plus\_Health\_Ins\_ACSMOE\_10\_14 0.8979 0.8825 39.5772 1923.2462 2.5271   
## 108 Tot\_Occp\_Units\_ACSMOE\_10\_14 0.8971 0.882 40.0889 1924.2482 2.5330   
## 109 Pop\_45\_64\_ACS\_10\_14 0.8962 0.8813 41.0152 1925.7174 2.5403   
## 110 Pop\_25\_44\_ACS\_10\_14 0.896 0.8814 39.6941 1924.5181 2.5392   
## 111 Pop\_18\_24\_ACSMOE\_10\_14 0.8956 0.8813 39.0091 1924.0642 2.5405   
## 112 Pop\_5\_17\_ACS\_10\_14 0.895 0.881 38.8001 1924.1605 2.5436   
## 113 No\_Health\_Ins\_ACS\_10\_14 0.8946 0.8808 38.2039 1923.7958 2.5452   
## 114 One\_Health\_Ins\_ACS\_10\_14 0.8943 0.8808 37.2845 1923.0501 2.5456   
## 115 Deletes\_CEN\_2010 0.8934 0.8801 38.2670 1924.4917 2.5529   
## 116 Renter\_Occp\_HU\_ACSMOE\_10\_14 0.8924 0.8793 39.4510 1926.1333 2.5610   
## 117 avg\_Tot\_Prns\_in\_HHD\_ACSMOE\_10\_14 0.8913 0.8785 40.9756 1928.1263 2.5702   
## 118 avg\_Tot\_Prns\_in\_HHD\_ACS\_10\_14 0.8906 0.878 41.3488 1928.7923 2.5752   
## 119 MLT\_U10p\_ACSMOE\_10\_14 0.8894 0.8771 43.0088 1930.8695 2.5848   
## 120 avg\_Agg\_House\_Value\_ACSMOE\_10\_14 0.8882 0.876 45.1491 1933.4320 2.5960   
## 121 Med\_HHD\_Inc\_TR\_ACS\_10\_14 0.8871 0.8752 46.6675 1935.2687 2.6049   
## 122 Tot\_Housing\_Units\_ACS\_10\_14 0.8855 0.8738 49.8037 1938.8040 2.6194   
## 123 MLT\_U2\_9\_STRC\_ACS\_10\_14 0.8848 0.8733 50.1654 1939.3237 2.6240   
## 124 NH\_Blk\_alone\_CEN\_2010 0.8835 0.8723 52.2645 1941.6596 2.6347   
## 125 NH\_Blk\_alone\_ACS\_10\_14 0.883 0.872 52.0952 1941.5809 2.6374   
## 126 NH\_Blk\_alone\_ACSMOE\_10\_14 0.8818 0.8711 53.9476 1943.5940 2.6471   
## 127 Rel\_Family\_HHD\_CEN\_2010 0.8801 0.8696 57.5878 1947.3977 2.6628   
## 128 Rel\_Child\_Under\_6\_ACS\_10\_14 0.8786 0.8684 60.2505 1950.1326 2.6749   
## 129 Pop\_under\_5\_ACS\_10\_14 0.8782 0.8683 59.6424 1949.5353 2.6760   
## 130 Renter\_Occp\_HU\_CEN\_2010 0.8766 0.8669 62.9008 1952.7902 2.6900   
## 131 Tot\_Housing\_Units\_CEN\_2010 0.8751 0.8656 65.8599 1955.6833 2.7029   
## 132 Recent\_Built\_HU\_ACS\_10\_14 0.8736 0.8644 68.7086 1958.4103 2.7153   
## 133 MrdCple\_Fmly\_HHD\_ACS\_10\_14 0.8724 0.8635 70.3441 1959.9180 2.7236   
## 134 Not\_MrdCple\_HHD\_ACS\_10\_14 0.8705 0.8618 74.7560 1964.0306 2.7409   
## 135 Single\_Unit\_ACS\_10\_14 0.8682 0.8597 80.3414 1969.1430 2.7617   
## 136 Mobile\_Homes\_ACS\_10\_14 0.8661 0.8579 85.0975 1973.3727 2.7796   
## 137 No\_Plumb\_ACS\_10\_14 0.8643 0.8563 88.9259 1976.6699 2.7944   
## 138 PUB\_ASST\_INC\_ACSMOE\_10\_14 0.8622 0.8545 93.6761 1980.7185 2.8120   
## 139 Med\_House\_Value\_BG\_ACSMOE\_10\_14 0.8585 0.8511 103.2049 1998.3238 2.8427   
## 140 ENG\_VW\_ACSMOE\_10\_14 0.8556 0.8484 110.8422 2004.5989 2.8685   
## 141 ENG\_VW\_SPAN\_ACS\_10\_14 0.8546 0.8477 112.2377 2005.4743 2.8750   
## 142 MLT\_U10p\_ACS\_10\_14 0.8509 0.8443 122.2115 2013.4525 2.9072   
## 143 Males\_CEN\_2010 0.8487 0.8424 127.2257 2017.1844 2.9242   
## 144 URBAN\_CLUSTER\_POP\_CEN\_2010 0.8467 0.8407 131.9447 2020.5992 2.9402   
## 145 URBANIZED\_AREA\_POP\_CEN\_2010 0.8463 0.8407 131.3764 2019.7437 2.9406   
## 146 RURAL\_POP\_CEN\_2010 0.8455 0.8403 131.7790 2019.6569 2.9438   
## 147 HHD\_PPL\_Und\_18\_CEN\_2010 0.8428 0.838 138.5297 2024.5489 2.9654   
## 148 ENG\_VW\_INDO\_EURO\_ACS\_10\_14 0.8379 0.8333 152.6766 2034.9634 3.0078   
## 149 ENG\_VW\_INDO\_EURO\_ACSMOE\_10\_14 0.832 0.8277 169.7995 2047.1855 3.0576   
## 150 Tot\_Housing\_Units\_ACSMOE\_10\_14 0.8229 0.8188 197.7799 2066.5143 3.1360   
## 151 Owner\_Occp\_HU\_ACSMOE\_10\_14 0.8184 0.8147 210.2939 2074.4461 3.1711   
## 152 Hispanic\_CEN\_2010 0.8116 0.8083 230.4822 2087.1693 3.2257   
## ---------------------------------------------------------------------------------------------------

print(BWDfit.p$model$coefficients)

## (Intercept) Aggr\_House\_Value\_ACS\_10\_14   
## 7.458566e+01 -2.308826e-08   
## MailBack\_Area\_Count\_CEN\_2010 Vacants\_CEN\_2010   
## -7.508239e-02 8.634077e-02   
## Census\_UAA\_CEN\_2010 FRST\_FRMS\_CEN\_2010   
## 7.226596e-02 1.040532e-01   
## RPLCMNT\_FRMS\_CEN\_2010 avg\_Agg\_House\_Value\_ACS\_10\_14   
## 8.574907e-02 1.939962e-05

### (b) Fit a Lasso model to the data. Use cross-validation to select a value of using the one-standarderror rule and plot the relationship between error and What is the test error?

Best = 0.01142745 Test MSE = 14.92172

library(glmnet)

## Loading required package: Matrix

## Loaded glmnet 3.0-2

library(plotmo)

## Loading required package: Formula

## Loading required package: plotrix

## Loading required package: TeachingDemos

data\_noID\_noMC <- na.omit(data\_noID\_noMC)  
  
grid <- 10^seq(10,-2,length=1000) #these functions automatically plot lambda, so we are going to force it to plot over a range of lambda from 10^10 to 10^-2  
  
x <- model.matrix(Mail\_Return\_Rate\_CEN\_2010~.,data\_noID\_noMC)  
y <-data\_noID\_noMC$Mail\_Return\_Rate\_CEN\_2010  
train <- sample(1:nrow(x), nrow(x)\*.80)  
test <- (-train)  
y.test <- y[test]  
  
# Checks  
dim (x[train,])

## [1] 377 160

length(y[train])

## [1] 377

length(y.test)

## [1] 95

lasso.mod <-glmnet(x[train,], y[train],alpha=1,lambda = grid)  
# glmnet() function standardizes the variables by default so that they are on the same scale.  
# If alpha=0 then a ridge regression model is fit, and if alpha=1 then a lasso model is fit.  
  
dim(coef(lasso.mod ))

## [1] 161 1000

summary(lasso.mod)

## Length Class Mode   
## a0 1000 -none- numeric  
## beta 160000 dgCMatrix S4   
## df 1000 -none- numeric  
## dim 2 -none- numeric  
## lambda 1000 -none- numeric  
## dev.ratio 1000 -none- numeric  
## nulldev 1 -none- numeric  
## npasses 1 -none- numeric  
## jerr 1 -none- numeric  
## offset 1 -none- logical  
## call 5 -none- call   
## nobs 1 -none- numeric

# par(mfrow=c(1,2))  
# plot\_glmnet(lasso.mod, xvar = "lambda", label = 5)  
#   
# plot\_glmnet(lasso.mod, xvar="dev",label=5)  
  
  
#how to choose best lambda  
set.seed(27)  
cv.out=cv.glmnet(x[train,],y[train],alpha=1)  
plot(cv.out, label=TRUE)

## Warning in plot.window(...): "label" is not a graphical parameter

## Warning in plot.xy(xy, type, ...): "label" is not a graphical parameter

## Warning in axis(side = side, at = at, labels = labels, ...): "label" is not a  
## graphical parameter  
  
## Warning in axis(side = side, at = at, labels = labels, ...): "label" is not a  
## graphical parameter

## Warning in box(...): "label" is not a graphical parameter

## Warning in title(...): "label" is not a graphical parameter

![](data:image/png;base64,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)

coef(cv.out)

## 161 x 1 sparse Matrix of class "dgCMatrix"  
## 1  
## (Intercept) 7.946509e+01  
## (Intercept) .   
## LAND\_AREA .   
## URBANIZED\_AREA\_POP\_CEN\_2010 .   
## URBAN\_CLUSTER\_POP\_CEN\_2010 .   
## RURAL\_POP\_CEN\_2010 .   
## Tot\_Population\_ACS\_10\_14 .   
## Tot\_Population\_ACSMOE\_10\_14 .   
## Males\_CEN\_2010 .   
## Males\_ACS\_10\_14 .   
## Males\_ACSMOE\_10\_14 .   
## Females\_ACSMOE\_10\_14 .   
## Pop\_under\_5\_CEN\_2010 -4.344589e-03  
## Pop\_under\_5\_ACS\_10\_14 .   
## Pop\_under\_5\_ACSMOE\_10\_14 .   
## Pop\_5\_17\_CEN\_2010 .   
## Pop\_5\_17\_ACS\_10\_14 .   
## Pop\_5\_17\_ACSMOE\_10\_14 -2.375267e-03  
## Pop\_18\_24\_CEN\_2010 -2.716658e-03  
## Pop\_18\_24\_ACS\_10\_14 -1.933840e-03  
## Pop\_18\_24\_ACSMOE\_10\_14 -1.918687e-03  
## Pop\_25\_44\_CEN\_2010 .   
## Pop\_25\_44\_ACS\_10\_14 .   
## Pop\_25\_44\_ACSMOE\_10\_14 .   
## Pop\_45\_64\_CEN\_2010 .   
## Pop\_45\_64\_ACS\_10\_14 .   
## Pop\_45\_64\_ACSMOE\_10\_14 .   
## Pop\_65plus\_ACSMOE\_10\_14 1.177929e-02  
## Tot\_GQ\_CEN\_2010 .   
## Inst\_GQ\_CEN\_2010 .   
## Hispanic\_CEN\_2010 -1.485388e-03  
## Hispanic\_ACS\_10\_14 .   
## Hispanic\_ACSMOE\_10\_14 .   
## NH\_White\_alone\_CEN\_2010 .   
## NH\_White\_alone\_ACS\_10\_14 .   
## NH\_White\_alone\_ACSMOE\_10\_14 .   
## NH\_Blk\_alone\_CEN\_2010 .   
## NH\_Blk\_alone\_ACS\_10\_14 .   
## NH\_Blk\_alone\_ACSMOE\_10\_14 .   
## NH\_AIAN\_alone\_CEN\_2010 .   
## NH\_AIAN\_alone\_ACS\_10\_14 .   
## NH\_AIAN\_alone\_ACSMOE\_10\_14 .   
## NH\_Asian\_alone\_CEN\_2010 .   
## NH\_Asian\_alone\_ACS\_10\_14 .   
## NH\_Asian\_alone\_ACSMOE\_10\_14 .   
## NH\_NHOPI\_alone\_CEN\_2010 .   
## NH\_NHOPI\_alone\_ACS\_10\_14 .   
## NH\_NHOPI\_alone\_ACSMOE\_10\_14 .   
## NH\_SOR\_alone\_CEN\_2010 .   
## NH\_SOR\_alone\_ACS\_10\_14 .   
## NH\_SOR\_alone\_ACSMOE\_10\_14 .   
## Pop\_5yrs\_Over\_ACSMOE\_10\_14 .   
## Othr\_Lang\_ACS\_10\_14 .   
## Othr\_Lang\_ACSMOE\_10\_14 .   
## Pop\_25yrs\_Over\_ACSMOE\_10\_14 .   
## Not\_HS\_Grad\_ACS\_10\_14 .   
## Not\_HS\_Grad\_ACSMOE\_10\_14 .   
## College\_ACS\_10\_14 .   
## College\_ACSMOE\_10\_14 .   
## Pov\_Univ\_ACS\_10\_14 .   
## Pov\_Univ\_ACSMOE\_10\_14 .   
## Prs\_Blw\_Pov\_Lev\_ACS\_10\_14 .   
## Prs\_Blw\_Pov\_Lev\_ACSMOE\_10\_14 .   
## One\_Health\_Ins\_ACS\_10\_14 .   
## One\_Health\_Ins\_ACSMOE\_10\_14 .   
## Two\_Plus\_Health\_Ins\_ACS\_10\_14 .   
## Two\_Plus\_Health\_Ins\_ACSMOE\_10\_14 .   
## No\_Health\_Ins\_ACS\_10\_14 .   
## No\_Health\_Ins\_ACSMOE\_10\_14 -2.431591e-03  
## Pop\_1yr\_Over\_ACS\_10\_14 .   
## Pop\_1yr\_Over\_ACSMOE\_10\_14 .   
## Diff\_HU\_1yr\_Ago\_ACS\_10\_14 .   
## Diff\_HU\_1yr\_Ago\_ACSMOE\_10\_14 -4.543715e-04  
## ENG\_VW\_SPAN\_ACS\_10\_14 .   
## ENG\_VW\_SPAN\_ACSMOE\_10\_14 .   
## ENG\_VW\_INDO\_EURO\_ACS\_10\_14 .   
## ENG\_VW\_INDO\_EURO\_ACSMOE\_10\_14 5.766095e-02  
## ENG\_VW\_API\_ACS\_10\_14 .   
## ENG\_VW\_API\_ACSMOE\_10\_14 .   
## ENG\_VW\_OTHER\_ACS\_10\_14 .   
## ENG\_VW\_OTHER\_ACSMOE\_10\_14 .   
## ENG\_VW\_ACSMOE\_10\_14 .   
## Rel\_Family\_HHD\_CEN\_2010 .   
## Rel\_Family\_HHD\_ACS\_10\_14 .   
## Rel\_Family\_HHD\_ACSMOE\_10\_14 .   
## MrdCple\_Fmly\_HHD\_CEN\_2010 .   
## MrdCple\_Fmly\_HHD\_ACS\_10\_14 .   
## MrdCple\_Fmly\_HHD\_ACSMOE\_10\_14 .   
## Not\_MrdCple\_HHD\_CEN\_2010 .   
## Not\_MrdCple\_HHD\_ACS\_10\_14 .   
## Not\_MrdCple\_HHD\_ACSMOE\_10\_14 .   
## Female\_No\_HB\_CEN\_2010 -7.902156e-03  
## Female\_No\_HB\_ACS\_10\_14 .   
## Female\_No\_HB\_ACSMOE\_10\_14 .   
## NonFamily\_HHD\_ACSMOE\_10\_14 .   
## Sngl\_Prns\_HHD\_CEN\_2010 .   
## Sngl\_Prns\_HHD\_ACS\_10\_14 .   
## Sngl\_Prns\_HHD\_ACSMOE\_10\_14 .   
## HHD\_PPL\_Und\_18\_CEN\_2010 .   
## HHD\_PPL\_Und\_18\_ACS\_10\_14 .   
## HHD\_PPL\_Und\_18\_ACSMOE\_10\_14 .   
## Tot\_Prns\_in\_HHD\_ACS\_10\_14 .   
## Tot\_Prns\_in\_HHD\_ACSMOE\_10\_14 .   
## Rel\_Child\_Under\_6\_CEN\_2010 .   
## Rel\_Child\_Under\_6\_ACS\_10\_14 .   
## Rel\_Child\_Under\_6\_ACSMOE\_10\_14 .   
## HHD\_Moved\_in\_ACS\_10\_14 .   
## HHD\_Moved\_in\_ACSMOE\_10\_14 .   
## PUB\_ASST\_INC\_ACS\_10\_14 .   
## PUB\_ASST\_INC\_ACSMOE\_10\_14 .   
## Med\_HHD\_Inc\_BG\_ACS\_10\_14 2.268412e-05  
## Med\_HHD\_Inc\_BG\_ACSMOE\_10\_14 7.694777e-06  
## Med\_HHD\_Inc\_TR\_ACS\_10\_14 .   
## Med\_HHD\_Inc\_TR\_ACSMOE\_10\_14 .   
## Aggregate\_HH\_INC\_ACS\_10\_14 .   
## Aggregate\_HH\_INC\_ACSMOE\_10\_14 .   
## Tot\_Housing\_Units\_CEN\_2010 .   
## Tot\_Housing\_Units\_ACS\_10\_14 .   
## Tot\_Housing\_Units\_ACSMOE\_10\_14 .   
## Tot\_Occp\_Units\_ACSMOE\_10\_14 .   
## Tot\_Vacant\_Units\_ACSMOE\_10\_14 .   
## Renter\_Occp\_HU\_CEN\_2010 -1.144343e-02  
## Renter\_Occp\_HU\_ACS\_10\_14 .   
## Renter\_Occp\_HU\_ACSMOE\_10\_14 .   
## Owner\_Occp\_HU\_ACSMOE\_10\_14 .   
## Single\_Unit\_ACS\_10\_14 .   
## Single\_Unit\_ACSMOE\_10\_14 .   
## MLT\_U2\_9\_STRC\_ACS\_10\_14 -6.409922e-03  
## MLT\_U2\_9\_STRC\_ACSMOE\_10\_14 .   
## MLT\_U10p\_ACS\_10\_14 .   
## MLT\_U10p\_ACSMOE\_10\_14 .   
## Mobile\_Homes\_ACS\_10\_14 .   
## Mobile\_Homes\_ACSMOE\_10\_14 .   
## Crowd\_Occp\_U\_ACS\_10\_14 .   
## Crowd\_Occp\_U\_ACSMOE\_10\_14 .   
## Occp\_U\_NO\_PH\_SRVC\_ACS\_10\_14 .   
## Occp\_U\_NO\_PH\_SRVC\_ACSMOE\_10\_14 .   
## No\_Plumb\_ACS\_10\_14 .   
## No\_Plumb\_ACSMOE\_10\_14 .   
## Recent\_Built\_HU\_ACS\_10\_14 .   
## Recent\_Built\_HU\_ACSMOE\_10\_14 .   
## Med\_House\_Value\_BG\_ACS\_10\_14 .   
## Med\_House\_Value\_BG\_ACSMOE\_10\_14 -5.454673e-06  
## Med\_House\_Value\_TR\_ACS\_10\_14 6.398369e-07  
## Med\_House\_Value\_TR\_ACSMOE\_10\_14 -1.561698e-05  
## Aggr\_House\_Value\_ACS\_10\_14 .   
## Aggr\_House\_Value\_ACSMOE\_10\_14 .   
## MailBack\_Area\_Count\_CEN\_2010 .   
## TEA\_Mail\_Out\_Mail\_Back\_CEN\_2010 .   
## Vacants\_CEN\_2010 -1.267842e-03  
## Deletes\_CEN\_2010 .   
## Census\_UAA\_CEN\_2010 .   
## FRST\_FRMS\_CEN\_2010 6.893292e-03  
## RPLCMNT\_FRMS\_CEN\_2010 3.151580e-02  
## avg\_Tot\_Prns\_in\_HHD\_CEN\_2010 .   
## avg\_Tot\_Prns\_in\_HHD\_ACS\_10\_14 -5.772938e-01  
## avg\_Tot\_Prns\_in\_HHD\_ACSMOE\_10\_14 .   
## avg\_Agg\_HH\_INC\_ACS\_10\_14 .   
## avg\_Agg\_HH\_INC\_ACSMOE\_10\_14 5.525152e-06  
## avg\_Agg\_House\_Value\_ACS\_10\_14 4.790949e-06  
## avg\_Agg\_House\_Value\_ACSMOE\_10\_14 .

bestlam=cv.out$lambda.min  
bestlam

## [1] 0.02373788

#test MSE associated with this value of ??  
lasso.pred=predict(lasso.mod,s=bestlam,newx=x[test,])  
mse= mean((lasso.pred-y.test)^2)

### (c) Examine the coefficients at the one-standard-error value of and comment on your findings.

### What are some important determinants of low census mail return rates?

Based on the top 5 predictors, Home value and Median household income are some of the largest determinants of low census mail return rates.

library(caret)  
  
out=glmnet(x,y,alpha=1,lambda=grid)  
lasso.coef=predict(out,type="coefficients",s=bestlam)[1:161,]  
  
lasso.coef\_no0 = data.frame(as.list(lasso.coef[lasso.coef!=0]))  
  
library(tidyr)

##   
## Attaching package: 'tidyr'

## The following objects are masked from 'package:Matrix':  
##   
## expand, pack, unpack

data\_long <- gather(lasso.coef\_no0, coefficient, value, "X.Intercept.":"avg\_Agg\_House\_Value\_ACSMOE\_10\_14", factor\_key=TRUE)  
data\_long <- mutate(data\_long, absolute\_value = abs(value))  
  
head(data\_long[order(data\_long$absolute\_value), ])

## coefficient value absolute\_value  
## 72 Aggr\_House\_Value\_ACSMOE\_10\_14 5.527176e-09 5.527176e-09  
## 71 Aggr\_House\_Value\_ACS\_10\_14 -2.228245e-08 2.228245e-08  
## 68 Med\_House\_Value\_BG\_ACS\_10\_14 5.340824e-07 5.340824e-07  
## 69 Med\_House\_Value\_BG\_ACSMOE\_10\_14 -7.083832e-06 7.083832e-06  
## 70 Med\_House\_Value\_TR\_ACSMOE\_10\_14 -1.039793e-05 1.039793e-05  
## 51 Med\_HHD\_Inc\_BG\_ACS\_10\_14 1.066567e-05 1.066567e-05

### (d) Based on your findings in (a-c), what can you say about where to direct resources to help

### complete the 2020 Census? Who needs to know this information?

I think it’s safe to say that low income neighborhoods are going to need more help completing the census. The Census Bureau needs to know this along with any organization assisting gain responses.

# Q3: High dimensional simulated data (50 points)

Surveys often ask multiple questions intended to triangulate on a single concept; when this happens the groups of questions have positive correlations between them. The following function will generate a simulated data set with a response variable simY for n observations as a function of g groups of questions, and p\_g responses per group. Variables labeled like g1q3 indicate the third question in group 1. There will also be vector of the “true” betas used to generate simY from a linear combination of each group’s questions (in this case just a sum).

library(MASS)  
data\_gen <- function (n, g, p\_g) {  
simX <<- data.frame(ID=seq(1:n))  
sum\_g <- data.frame(ID=seq(1:n))  
sapply(seq(1:g), function (i) {  
temp\_p <- qr.Q(qr(matrix(rnorm(p\_g^2), p\_g)))  
Sigma\_g <- abs(crossprod(temp\_p, temp\_p\*(p\_g:1)))  
simX\_tmp <- as.data.frame(mvrnorm(n=n, mu=runif(p\_g, min = 0, max = 10), Sigma=Sigma\_g))  
colnames(simX\_tmp) <- paste0("g", i, "q", seq(1:p\_g))  
simX <<- cbind(simX, simX\_tmp)  
sum\_g <<- cbind(sum\_g, rowSums(simX\_tmp))  
})  
colnames(sum\_g) <- c("ID",seq(1:g))  
betas <<- rnorm(g+1, 0, 1)\*10  
error <<- rnorm(n, 0, 5)  
simY <<- rowSums(t(t(sum\_g[2:ncol(sum\_g)]) \* betas[2:length(betas)])) + betas[1] + error  
simData <<- cbind(simX, simY)  
}

### (a) Generate 1000 observations with 3 groups of 3 questions each – we will call this the n1000-g3-

### q3-simData. Examine the correlation or covariance matrices; comment on the correlation or

### covariance within groups of questions vs. between groups of questions (hint: compare g1q1 to

### al the g1 questions vs. g1q1 and all the g2 or g3 questions).

It appears that simy is negatively correlated with group questions 1 & 3, and has a slight positive correlation with group of questions 2. Questions within groups have a slight positive correlation.

set.seed(1000)  
simdata <- data\_gen(n=1000, g=3, p\_g = 3)  
  
res <- cor(simdata)  
  
library(corrplot)

## corrplot 0.84 loaded

corrplot::corrplot(res, type = "upper", order = "hclust",   
 tl.col = "black")
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### (b) Use PCR to analyze the n1000-g3-q3-simData. Split the data into 80% training and 20% test.

How many components account for at least 50% of the total variation in X? How many account for at least 80% of the total variation in simY? Plot the cross-validation error as the number of components increase, choose a number of components to include and explain your choice. What is the test error?

The first three components account for atleast 50% of total variation in simY while 7 account for at least 80%. I chose 9 components to test because it explains the most variation, and the test error is 32.70264

require(pls)

## Loading required package: pls

##   
## Attaching package: 'pls'

## The following object is masked from 'package:corrplot':  
##   
## corrplot

## The following object is masked from 'package:caret':  
##   
## R2

## The following object is masked from 'package:stats':  
##   
## loadings

library(caTools)  
set.seed (27)  
  
split = sample.split(simdata$simY, SplitRatio = 0.80)  
train = subset(simdata, split == TRUE)  
test = subset(simdata, split == FALSE)  
   
pcr\_model <- pls::pcr(simY~., data = train, scale = TRUE, validation = "CV")  
  
summary(pcr\_model)

## Data: X dimension: 800 10   
## Y dimension: 800 1  
## Fit method: svdpc  
## Number of components considered: 10  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 41.79 37.94 22.66 16.02 14.3 10.216 6.891  
## adjCV 41.79 38.94 21.68 15.94 14.2 7.932 6.700  
## 7 comps 8 comps 9 comps 10 comps  
## CV 6.667 6.589 5.784 4.984  
## adjCV 6.650 6.582 5.572 4.979  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 15.69 30.95 45.43 56.13 65.64 75.02 83.71 89.56  
## simY 17.22 74.47 85.80 88.83 96.88 97.54 97.55 97.61  
## 9 comps 10 comps  
## X 94.86 100.00  
## simY 98.34 98.62

# Plot the cross validation MSE  
validationplot(pcr\_model, val.type="MSEP")
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#test error   
y\_test <- test[, 11]  
pcr\_pred <- predict(pcr\_model, test, ncomp = 9)  
mean((pcr\_pred - y\_test)^2)

## [1] 26.86615

### (c) Use PLS to analyze the n1000-g3-q3-simData. How many components account for at least 50%

of the total variation in X? How many account for at least 80% of the total variation in simY? Plot the cross-validation error as the number of components increase, choose a number of components to include and explain your choice. What is the test error?

Four components account for atleast 50% and seven account for atleast 80%. I chose 4 components to test because there is not much change after that, and the test error was 25.87317.

set.seed (27)  
  
pls\_model <- pls::plsr(simY~., data = train, scale = TRUE, validation = "CV")  
  
summary(pls\_model)

## Data: X dimension: 800 10   
## Y dimension: 800 1  
## Fit method: kernelpls  
## Number of components considered: 10  
##   
## VALIDATION: RMSEP  
## Cross-validated using 10 random segments.  
## (Intercept) 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps  
## CV 41.79 7.706 5.175 4.997 4.970 4.969 4.970  
## adjCV 41.79 7.668 5.164 4.993 4.967 4.966 4.966  
## 7 comps 8 comps 9 comps 10 comps  
## CV 4.970 4.970 4.970 4.970  
## adjCV 4.966 4.966 4.966 4.966  
##   
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps 4 comps 5 comps 6 comps 7 comps 8 comps  
## X 14.96 25.00 35.22 45.36 56.88 69.84 76.53 84.05  
## simY 96.71 98.51 98.60 98.62 98.62 98.62 98.62 98.62  
## 9 comps 10 comps  
## X 91.06 100.00  
## simY 98.62 98.62

# Plot the cross validation MSE  
validationplot(pls\_model, val.type="MSEP")
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#test error   
y\_test <- test[, 11]  
pcr\_pred <- predict(pls\_model, test, ncomp = 4)  
mean((pcr\_pred - y\_test)^2)

## [1] 22.54284

### (d) Comment on the balance between predictive accuracy and interpretability in PCR and PLS.

Although PCR and PLS are similar, PLS performs better, and has higher accuracy, because it summarizes the predictors that are also associated with the outcome variable. These methods are difficult to interpret because the variables are transformed in orthogonal space and there is no feature selection, such as in Ridge and Lasso regression.

### e) Generate new data with 100 observations and 8 groups of 12 questions each. Use least squares

to model simY on all the predictors. Comment on the overall fit of the model, and whether or not you think the model is useful. Finally, generate new data with 100 observations and 12 groups of 12 questions each. Use least squares to model simY on all the predictors and comment on this process with respect to PCR and PLS.

The test error is huge! And it increases when more groups are included. It is somewhat interpretable though because it gives you pvalues for individual

set.seed (27)  
simdata\_812 <- data\_gen(n=100, g=8, p\_g = 12)  
split = sample.split(simdata\_812$simY, SplitRatio = 0.80)  
train = subset(simdata, split == TRUE)  
test = subset(simdata, split == FALSE)  
  
model812<-lm(simY~., data = train)  
  
summary(model812)

##   
## Call:  
## lm(formula = simY ~ ., data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -17.1220 -3.1631 0.0979 3.6206 14.9103   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 3.387e+00 1.772e+00 1.911 0.0563 .   
## ID 1.578e-04 6.079e-04 0.260 0.7953   
## g1q1 -1.164e+01 1.245e-01 -93.469 <2e-16 \*\*\*  
## g1q2 -1.178e+01 1.230e-01 -95.750 <2e-16 \*\*\*  
## g1q3 -1.196e+01 1.692e-01 -70.640 <2e-16 \*\*\*  
## g2q1 1.715e+00 1.310e-01 13.093 <2e-16 \*\*\*  
## g2q2 1.949e+00 1.508e-01 12.919 <2e-16 \*\*\*  
## g2q3 1.620e+00 1.267e-01 12.789 <2e-16 \*\*\*  
## g3q1 -8.052e+00 1.143e-01 -70.445 <2e-16 \*\*\*  
## g3q2 -8.154e+00 1.631e-01 -50.011 <2e-16 \*\*\*  
## g3q3 -7.949e+00 1.299e-01 -61.181 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 4.931 on 789 degrees of freedom  
## Multiple R-squared: 0.9863, Adjusted R-squared: 0.9861   
## F-statistic: 5665 on 10 and 789 DF, p-value: < 2.2e-16

#test error   
lm812\_pred <- predict(model812, test)  
mean((lm812\_pred - y\_test)^2)

## [1] 3910.032

set.seed (27)  
simdata\_1212 <- data\_gen(n=100, g=12, p\_g = 12)  
split = sample.split(simdata\_1212$simY, SplitRatio = 0.80)  
train = subset(simdata, split == TRUE)  
test = subset(simdata, split == FALSE)  
  
model1212<-lm(simY~., data = train)  
  
summary(model1212)

##   
## Call:  
## lm(formula = simY ~ ., data = train)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -13.7882 -3.1874 0.1955 3.5423 13.4346   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 3.079e+00 1.768e+00 1.741 0.082 .   
## ID 1.965e-04 6.048e-04 0.325 0.745   
## g1q1 -1.167e+01 1.249e-01 -93.409 <2e-16 \*\*\*  
## g1q2 -1.178e+01 1.247e-01 -94.489 <2e-16 \*\*\*  
## g1q3 -1.192e+01 1.664e-01 -71.630 <2e-16 \*\*\*  
## g2q1 1.792e+00 1.305e-01 13.731 <2e-16 \*\*\*  
## g2q2 1.783e+00 1.525e-01 11.692 <2e-16 \*\*\*  
## g2q3 1.657e+00 1.262e-01 13.130 <2e-16 \*\*\*  
## g3q1 -8.158e+00 1.156e-01 -70.543 <2e-16 \*\*\*  
## g3q2 -8.073e+00 1.683e-01 -47.959 <2e-16 \*\*\*  
## g3q3 -8.003e+00 1.328e-01 -60.263 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 4.916 on 789 degrees of freedom  
## Multiple R-squared: 0.9862, Adjusted R-squared: 0.9861   
## F-statistic: 5656 on 10 and 789 DF, p-value: < 2.2e-16

#test error   
lm1212\_pred <- predict(model1212, test)  
mean((lm1212\_pred - y\_test)^2)

## [1] 3573.176