Evolving Spiking Neural P Systems with Genetic Algorithms

BSc (Hons) Computer Science

April 2019

By Michael Stachowicz

15068126

Supervisor: Dr. Matteo Cavaliere

Declaration

No part of this project has been submitted in support of an application for any other degree or qualification at this or any other institute of learning. Apart from those parts of the project containing citations to the work of others, this project is my own unaided work.

Signed: \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Abstract

Acknowledgements

N/A right now.

Table of Contents

**Type chapter title (level 1)1**

Type chapter title (level 2)2

Type chapter title (level 3)3

**Type chapter title (level 1)4**

Type chapter title (level 2)5

Type chapter title (level 3)6

List of Figures  
Figure 1:

List of Tables

Abbreviations

SN P Spiking Neural P GA Genetic Algorithm UI User Interface CSV Comma Separated Values JSON JavaScript Object Notation

AI Artificial Intelligence

ML Machine Learning

Introduction

Word Count: 1,500; Actual: 708

The idea of evolving neural networks with genetic algorithms is a moderately new one, introduced with [1] and expanded on by [2] among many, however this idea has never been extended to 3rd generation neural networks [3](spiking neural networks) which closely model biological neural activity. Spiking Neural P Systems aim to do this with an approach that aims to simulate a set of neurons displayed as a directed graphs and allowed to send signals called spikes, usually denoted by the symbol *a* along synapses, which represent the arcs of the graph (which are the connections each neuron has to other neurons within a system). Each neuron contains rules which determine whether a spike should leave along the synapses and travel to other neurons that it’s connected to. These rules take the form of *E/ac → a*; *d,* where *E* is a regular expression, *a* is the number of spikes that are required for a spike to occur and *d* is the delay before those spikes leave the neuron, this can be explored further in [4].

Attempts to replicate biological life processes in computing is a common theme within the field of computer science, most likely stemming from the fact that life had millions of years to perfect these methods, making them an excellent base for experimentation when thinking about computing. Evolution is a key idea that is often used when talking about Artificial Intelligence (AI) and Machine Learning (ML), as it can be easily extrapolated that applying the same principle to a data structure could yield positive results. This leads to the concept of fitness, where a formula is used to determine how well a parent gene compares to the rest of the population, in terms of data structures, this could mean closeness to the expected answer or the relative strength and accuracy of detection in the case of image recognition.

To achieve this, the idea of fitness and genes needs to be introduced to SN P systems, where a gene is a data structure that will be evolved, and a fitness is a way to differentiate the instances of each structure from the total population. With this after each generation can attempt to reproduce and create a new population from a mix of the best genes, eventually hopefully creating something that resembles an ideal gene.

In the case of this project, the gene that is being evolved takes the shape of a Spiking Neural P network, which can be compared to finding the best possible route along a directed graph. Spiking Neural P networks take a determinate number of parameters, however, have non-deterministic behaviour if any rules in a neuron require the same amount of spikes. To evolve them, especially when using a standard membrane computing device, such as a modern Central Computing Unit (CPU), can be quite a computationally intensive task. This project aims to circumvent this by only working with SN P structures that have already been proven to generate the correct sets of numbers and only evolving the rules within each network.

The idea of achieving a system that could find Spiking Neural P networks that generate sets of arbitrary values through evolution with the use of Genetic Algorithms is a novel one. With this project, an object-oriented approach felt the most natural, as each aspect of the SN P system can be treated as an individual object, from the individual rules to the entire network structure. With an ideal system, the entire network could produce any given set accurately by producing an SN P System which follows the correct rules and connections to produce the numbers in the provided set. The system is versatile and can use any given regular expression as a basis for a rule, as well as be rewired to evolve any network structure. All test cases, however, are completed using two known SN P networks.

As the generations increase, this project theorises that the fitness of each generation as compared to a provided set will increase. This number may decrease over the course of a generation, so that not every generation will provide immediate positive results, as due to the non-deterministic nature of this problem, however, over the course of multiple generations this system should provide increasing fitness’ overall.
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1 SN P Systems

A Spiking Neural P System (SN P) is a new computing model, originally proposed in 2006, inspired by the structure and functioning of neurons. These systems have the unique characteristic of using time as a computational unit, where each cycle *t* will cause every neuron to progress at the same time in a synchronised manner.

Each neuron contains a set of rules, which need to match exactly in order for a calculation to be performed. These calculations take form of either “spiking” or “forgetting”. In the spiking scenario, a neuron will accept a rule defined as “*E/ac → a*; *d* where *E* is a regular expression, over {*a}* and c, d are natural numbers, c ≥1, d ≥ 0.”[2] Meaning that a neuron which contains k amount of spikes, such that “*ak* ∈ *L*(*E*)*; k* ≥ *c,* can consume *c* spikes and produce one spike, after a delay of *d* steps.”[2]. This spike will be sent to all neurons that it has a connection to (a synapse), originating from the neuron in which the rule was applied. A formal definition of SN P systems can be found in [2] on pages 5 - 7.

In the forgetting scenario, the rules follow the same principle as when spiking, except they take the form of as *→ λ,* meaning that s ≥ spikes are to be removed, providing that the neuron contains exactly *s* amount of spikes. These spikes are then removed from the system.

An additional scenario is also considered in a generating mode of an SN P system, a mode which considers an initial spike configuration in the system and will generate an output, passed through to the environment. The neuron responsible for this is called the *output neuron*. There is another mode which SN P systems can take, which is an accepting configuration, where the output neurons can be omitted. For this project, only the generating SN P systems are considered.

There are many interesting implementations of SN P systems, such as networks which can perform logic, very much in the same way a Finite State Machine would. These examples can be found in [5].

Implementing this structure on a standard central processing unit (CPU) requires a slight adaptation in simulating SN P systems, as a true parallel solution cannot be created due to the sequential nature of CPUs. Instead, splitting the actions that a Neuron would perform and executing them sequentially on the same sets of information and then combining the outputs can give us an accurate representation of the synchronous nature of SN P systems. Some of the proposed simulation strategies can be found in [4]. For this project, I will be looking for a general solution for any SN P network to be implemented, such that they can then be generated based on a set of initial configuration variables, namely the amount of neurons in a given network, the rules for each network, including the delays per rule, as well as the inclusion of forgetting rules, the synapse connections between neurons and the initial spike configuration for each neuron.

2 Genetic Algorithms with SN P systems

Evolutionary Algorithms have played a large part in computational advancement in recent years. These algorithms were inspired by evolution, as found in nature, for optimization and machine learning[1]. Genetic Algorithms are a section of these Evolutionary Algorithms, initially invented by John Holland in the 1960s, inspired by the adaptation that occurs in nature and aim to replicate that feat in computation. More on the history of genetic algorithms can be found in [1].

In a generic scenario, Genetic Algorithms (GA) have common features prevalent across all implementations, these include the populations of “chromosomes”, selection according to fitness, a crossover with the intent to produce new offspring and a random mutation of the generated new offspring.

For the SN P model, the chromosomes in the GA population will take the form of the aspects of the SN P network, where a parent is a fully formed network that provides an output, and a child is an altered network based on two previous parents. These aforementioned aspects are the: amount of neurons in a network, the synapse connections between neurons, the amount of rules within each neuron, the regular expressions which define each rule and the delays on each rule.

The GA will process these populations and replace the subsequent populations, effectively eliminating unfit configurations. This processing will depend upon a fitness function, which will assign a score to each “chromosome”. The fitness of a network can be calculated by examining the outputs of each network, which will produce a set of natural numbers. The fitness of each network can be calculated by comparing the target output set *T* and the generated output set *O*. There are many considerations on how this fitness could be calculated, the simplest of which being a direct comparison of unique natural numbers in the output set, where a fitness of 1 would be given if sets T = O, in the case of T ⊂ O, the fitness would be calculated based on the amount of natural numbers contained in set O that are also in set T. The elements of set O that are not in set T should also be considered, and the ratio of correct elements to incorrect elements should lower the fitness of a given configuration.

In a slightly more comprehensive example, the fitness of network N might be generated by also considering the repetition of elements in set O, as the configuration will be likely to generate certain outputs more often than others. A network which produces elements at a rate as close to T will a higher fitness.

To discuss the crossover between networks, the two selected parent networks that are selected, usually due to their high fitness, which improves their chances at reproduction, would generate a new network configuration based on the five aspects of each network. In general, the fitter the network, the more likely it is to be selected to reproduce in future iterations. Each aspect of the network will need to be considered in the crossover; the amount of neurons, delays and connections are the simplest to alter, however extra consideration will need to be given to altering the regular expressions and the amount of rules within each neuron.

On top of the cross-over between networks, a small chance of mutation should also be added to each generation. This will randomly (non-deterministically) change an aspect of a network configuration, which can appear at any section of the network configuration in the child. The probability of this occurring however should always be very small, and the optimal mutation rate will require further experimentation.

The static variables in a crossover include having only one output neuron, ensuring that there is no neuron left without connections, though a connection to itself is allowed as long as it also connects to another neuron in the network – an open network is not allowed.

The generic structure of the genetic algorithm will take the structure as described in [1]:

“1. Start with a randomly generated population of *n l*−bit chromosomes (candidate solutions to a problem).

2. Calculate the fitness *ƒ*(*x*) of each chromosome *x* in the population.

3. Repeat the following steps until *n* offspring have been created:

a. Select a pair of parent chromosomes from the current population, the probability of selection being an increasing function of fitness. Selection is done "with replacement," meaning that the same chromosome can be selected more than once to become a parent.

b. With probability *p*c (the "crossover probability" or "crossover rate"), cross over the pair at a randomly chosen point (chosen with uniform probability) to form two offspring. If no crossover takes place, form two offspring that are exact copies of their respective parents. (Note that here the crossover rate is defined to be the probability that two parents will cross over in a single point. There are also "multi−point crossover" versions of the GA in which the crossover rate for a pair of parents is the number of points at which a crossover takes place.)

c. Mutate the two offspring at each locus with probability *p*m (the mutation probability or mutation rate), and place the resulting chromosomes in the new population. If *n* is odd, one new population member can be discarded at random.

4. Replace the current population with the new population.

5. Go to step 2.”

3 Optimization of Control Parameters for Genetic Algorithms

Choosing the optimal parameters for a Genetic Algorithm is an incredibly important task, as it directly influences the performance of the entire model. J. Grefenstette [5] describes the difficulty of controlling a complex process dynamically, especially for system simulation programs, for which the choice of an optimization technique may not be obvious, as well as describing the difficulty of predicting how various parameters interact, such as what effect the increase of population size in response to lowering crossover rate might have.

These problems are especially prevalent in this model, therefore investigating the findings of [5] is especially beneficial when developing a GA model that will fit the SN P system structure. The experimental data in [5] and De Jong’s findings in [6] confirm that a mutation rate of above 0.05 are harmful to GA performance, with the performance approaching that of a random search when rates are higher than 0.1. The lack of mutation also seems to point at a loss of performance, suggesting that mutation plays an important role in refreshing lost values in future generations.

Further findings point that a large generation gap and an elitist selection strategy also improve performance. Important considerations for this model are also denoted by the findings regarding population size. For smaller populations, high crossover rates and low mutation rates (or vice-versa) are advised and for mid-sized populations crossover rate appears to decrease as population size increases, which is a fair assumption given that crossover plays an important part in preventing premature convergence [6].

In the case of the SN P system simulation, the optimal population size will need to be found through experimentation. A good example of a high performance, elitist Genetic Algorithm can be found at [7], which describes a Genetic Algorithm that will provide multiple equally optimal solutions. Such an approach could be considered for the SN P simulation, as there could be multiple network configurations that will provide a pareto-optimal output set, rather than a single optimal solution.

One additional thing to consider when implementing Genetic Algorithms that comply with SN P networks is pool selection, as briefly described in section 2. A configuration with the highest fitness would not always be chosen to reproduce, it simply is more likely to do so. Such an implementation would require a large pool size, which would drastically decrease performance in this model. To avoid such performance loss, a better strategy should be chosen. Such strategies could include reject-accept sampling as described in [8], Stochastic universal sampling as described in [9] or Reward-based selection [10] to name a few.

Even though the findings in [5] are very useful for identifying common performance issues, the ideal configurations for the SN P simulation model will require experimentation, as each network will have to take into account multiple additional parameters, such as validity of regular expressions and the actual performance of the SN P simulation.

4 Parallel computing

One of the biggest issues in implanting a simulation of SN P systems is parallelism. The model concerns a high degree of synchronous calculations, which can be very performance intensive to implement on a traditional architecture. When adding Genetic Algorithms to the problem, the computational time may increase by multiple orders of magnitude, as each generation requires the computation of a new SN P system, which will then run for a predefined amount of trials.

To alleviate this performance decrease, multiple algorithms already exist which deal with this problem, such as the Ariadne’s Clew algorithm as described in [11]. Designing such a system would be beneficial to the amount of time spent running the simulation, effectively improving the accuracy of the model due to a higher possible number of trials in a given time.

Techniques detailed in [12] can help with the design and implementation of parallel systems, which will compound to give a better performance in the model during execution. The current techniques for synchronising calculations will require additional overheads which will decrease performance, however providing an accurate representation of an SN P model.

An interesting consideration for the development of such a system would be to utilise the highly parallel architecture of a graphical processing unit (GPU) to perform the simulation as described in section 6.6 of [12].

5 Conclusion

Developing a highly parallel simulation of SN P systems is a formidable challenge. To evolve such a system with Genetic Algorithms requires a lot of prior considerations, which many highly accomplished individuals have previously evaluated in their own relevant works. The combination of these ideas can give way to a possible general solution to any output that a potential user might desire an SN P system to provide, which would prove this project to be a success.

The evolutionary nature of Genetic Algorithms in combination with the non-deterministic SN P systems can provide a platform for the study of many interesting branches of computational biology, with a general solution allowing for an automated calculation of any SN P system that might provide a desired output set. An interesting consideration is the repetition of values in a given system. Studying the generations of networks as they converge on a provided output set might prove to point at a certain structure which appears more often, which leads to repeated outputs, which would be an interesting finding that could eventually improve the entire system, if such structures could be carefully avoided in future generations.

The development of this program resembles the development of a weighted graph traversal problem, simply with added parameters and calculation across every traversal. Many findings from previous implementations of such systems can be taken into account when developing this simulation, as they share many common problems.

The visualisation of such a model in action, especially once evolved with Genetic Algorithms and the change between generations has been recorded, would be an excellent way to show the workings of this simulation.
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