INTRODUCTION TO STATISTICS

**MID-TERM EXAM**

## *December 9, 2020, 09:00 – 12:00CET*

# Solutions

**Question 1** *(2 points)* **– LECTRUE 1, PROGRESS TEST 1**

Identify which type of the Statistics – descriptive or inferential – is needed to answer each of the questions below. Explain your reasoning for every case.

(a) Given data on 20 fish caught in a lake, what is the average weight of all fish in that lake?

|  |
| --- |
| Inferential |

(b) Given data on every customer service request made, what is the average time it took to respond?

|  |
| --- |
| Descriptive |

(c) After interviewing 100 customers, what percent of all the customers are satisfied with the product?

|  |
| --- |
| Inferential |

(d) Given data on all 100,000 people who viewed an ad, what percent of people clicked on it?

|  |
| --- |
| Descriptive |

**Question 2** *(2 points)* **– LECTRUE 1, PROGRESS TEST 1, GRADED ASSIGNMENT 1**

Map variables listed below to one of the following data types: (1) continuous numeric, (2) discrete numeric or (3) categorical.

Air temperature, number of items in stock, zip code, kilowatts of electricity used, number of online courses taken, brand of a product, number of clicks on an ad, sex

|  |  |  |
| --- | --- | --- |
| **continuous numeric** | **discrete numeric** | **categorical** |
| Air temperature  kilowatts of electricity used | number of items in stock  number of online courses taken  number of clicks on an ad | zip code  brand of a product  sex |

**Question 3** *(2 points)* **– LECTRUE 1, PROGRESS TEST 1, GRADED ASSIGNMENT 1**

Consider a toy dataset below that contains information about last month’s book sales in a local bookstore.

(a) Compute the mean and the median number of copies sold per book. Is there a big difference between the mean and the median that you obtained? If so, why?

|  |
| --- |
| Mean:  (600+50+700+5000+400+350+400+300+550+550)/10 = 890  Median:  50 300 350 400 **400 550** 550 600 700 5000  (400 + 550)/2 = 475  The difference is due the presence of an outlier: Harry Potter has much more copies sold than any other book in question |

(b) Construct a pivot table that highlights the *total* number of books sold *per publisher*.

|  |  |
| --- | --- |
| Best Books & Co | 600 + 400 + 300 + 550 + 550 = 2400 |
| Good Books | 50 + 700 + 5000 + 350 + 400 = 6500 |

|  |  |  |
| --- | --- | --- |
| **Title** | **Publisher** | **Copies sold** |
| Hamlet | Best Books & Co | 600 |
| Metamorphosis | Good Books | 50 |
| War and Peace | Good Books | 700 |
| Harry Potter | Good Books | 5000 |
| Don Quixote | Best Books & Co | 400 |
| Old Man and the Sea | Good Books | 350 |
| 100 Years of Solitude | Good Books | 400 |
| Gone with the Wind | Best Books & Co | 300 |
| Great Gatsby | Best Books & Co | 550 |
| Pride and Prejudice | Best Books & Co | 550 |

**Question 4** *(2 points)* **– LECTRUE 3, PROGRESS TEST 2**

Let and be independent random variables and let .

(a) Suppose that and . What is ?

|  |
| --- |
|  |

(b) What is the standard deviation of if standard deviations of and are 3 and 4 respectively?

|  |
| --- |
|  |

**Question 5** *(2 points)* Suppose that random variables are independent and . **– LECTRUE 6, PROGRESS TEST 2**

*Note: refers to the variance of , while is its standard deviation.*

(a) Which distribution does a random variable follow?

|  |
| --- |
| (sum of independent normally distributed random variables is normally distributed) |

(b) Compute the values of the parameter(s) of the distribution of .

|  |
| --- |
|  |

**Question 6** *(3 points)* **– LECTRUE 4**

Let random variable follow a uniform distribution between 0 and 1.

(a) What is the expected value and variance of ?

|  |
| --- |
|  |

(b) Compute the expected value of the random variable .

|  |
| --- |
| - probability density function of :  Therefore, |

**Question 7** *(3 points)* **– LECTRUE 6, PROGRESS TEST 2**

Suppose that Z is a standard normal variable, i.e., . Let us define a function for .

You can use to compute probabilities from the standard normal distribution. For example, .

Express the probabilities below in terms of , and in a similar way. Always explain how you obtain the result. Make drawings, if necessary.

(a)

|  |
| --- |
|  |

(b)

|  |
| --- |
|  |

(c)

|  |
| --- |
|  |

**Question 8** *(3 points)* **– LECTRUE 3, PROGRESS TEST 2**

Consider the functions below. Based on their plots, explain why each of them can or cannot be a valid cumulative distribution function (CDF).

|  |  |  |
| --- | --- | --- |
| *(a)* | *(b)* | *(c)* |
|  |  |  |

|  |
| --- |
| (a) **Isn’t a valid CDF**: CDF shows probability, and therefore should take values between 0 and 1, while the unction on the plot goes up to 2.  (b) **Isn’t a valid CDF**: CDF shows probability, and therefore should take values between 0 and 1, while the unction on the plot goes down to -1.  (c) **Isn’t a valid CDF**: CDF must be a non-decreasing function, while the function on the plot is non-increasing between -0.5 and 0.5 and non-decreasing between 0.5 and 1.5 |

**Question 9** *(3 points)* **– LECTRUE 4**

Consider the following function:

Is it a valid probability density function (PDF) for some continuous distribution? Explain why or why not.

Hint: check the basic properties that a PDF should satisfy.

|  |
| --- |
| There’re two basic properties of a PDF f(x):  1. PDF is a non-negative function:  This property is satisfied  2. Area under the PDF curve should be 1:  Let’s check this:  Thus, such a function isn’t a valid PDF. |

**Question 10** *(3 points)* **– LECTRUE 4**

Consider a histogram below that visualizes the distribution of 1000 random samples drawn from an unknown distribution. The heights of the bins correspond to the absolute frequency of the bin. For example, out of 1000 samples, 300 fall between 1 and 3, and so on.

![](data:image/png;base64,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)

Our goal is to study the underlying probability distribution. How should the heights of the bins be *normalized* if we want to approximate the true probability density function of the underlying distribution with such a histogram?

Your answer should be the normalized bin heights of the new histogram. Keep the number and size of the bins as illustrated on the plot.

|  |
| --- |
| Currently, the bin heights equal raw frequency: 300, 600 and 100, and the width of each bin is 3.  To get a histogram that approximates the PDF of the underlying distribution, we need to transform them into relative frequencies normalized by the bin width:  When bin heights are normalized like that, the total area sums up to 1, as it should for the PDF:  Note that this is exactly the histogram you’d get if you plot it in Python with the appropriate normalization (*stats=’density’*). |

**Question 11** *(5 points)* **– LECTRUE 2, GRADED ASSIGNMENT 2**

Consider a discrete random variable X that takes values 0, 1, 2, 3, … Its probability mass function is defined as follows:

(a) Derive the maximum likelihood estimator for the unknown parameter .

|  |
| --- |
| Suppose that we have samples .  A likelihood function is a joint probability of the data given the model:  Log-likelihood:  Maximizing log-likelihood: |

(b) A random sample of size 1000 gave

What is the estimate of that the estimator from the previous step would provide?

|  |
| --- |
|  |

(c) It is known that . Based on the above, compute the maximum likelihood estimate of . Justify.

|  |
| --- |
|  |

**Question 12** *(5 points)* **– LECTRUE 6, GRADED ASSIGNMENT 3**

A random variable X, denoting repair time (in minutes) of some machine, follows a Normal distribution with unknown parameters and . A random sample of size 10 was drawn from the distribution, and the following was observed:

(a) Based on the observed data, compute the maximum likelihood estimates   and   of the parameters and . You can use the formulas obtained in class.

|  |
| --- |
| As has been derived in class, an MLE of the parameter is the sample mean:    and  And the MLE of the variance is the sample variance:    Therefore, in this example |

(b) What is the probability that the repair time is not greater than 83 minutes? Express it using the CDF of the standard normal distribution.

|  |
| --- |
| If we use the MLE of the parameters and obtained at the previous step, we’ll get: |

**Question 13** *(5 points)* **– LECTRUE 7, GRADED ASSIGNMENT 3**

Consider a random sample of size 3 from some distribution with mean and variance . In order to estimate the mean, the following estimators are proposed:

(a) Are and unbiased estimators of the mean? Show.

|  |
| --- |
| An estimator is unbiased if it’s expected value equals the parameter it’s estimating. Let’s check this property:  is an unbiased estimator of the parameter  is an unbiased estimator of the parameter |

(b) Compare the variances of and .

|  |
| --- |
|  |

(c) Based on the above, can you conclude that one of the proposed estimators is better than the other? Why? Explain.

|  |
| --- |
| Both estimators are unbiased, but has a smaller variance than :  Therefore, should be preferred over , as it’s a more ‘stable’ estimator of the unknown parameter . |