AE121-100

Epoch 1/20

2023-03-06 21:40:32.283706: I tensorflow/stream\_executor/cuda/cuda\_blas.cc:1786] TensorFloat-32 will be used for the matrix multiplication. This will only be logged once.

3860/3860 [==============================] - 11s 2ms/step - loss: 0.0024

Epoch 2/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.3492e-04

Epoch 3/20

3860/3860 [==============================] - 9s 2ms/step - loss: 1.0576e-04

Epoch 4/20

3860/3860 [==============================] - 10s 2ms/step - loss: 7.1145e-05

Epoch 5/20

3860/3860 [==============================] - 10s 2ms/step - loss: 3.6296e-05

Epoch 6/20

3860/3860 [==============================] - 10s 2ms/step - loss: 2.3842e-05

Epoch 7/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.9627e-05

Epoch 8/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.7443e-05

Epoch 9/20

3860/3860 [==============================] - 10s 3ms/step - loss: 1.5785e-05

Epoch 10/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.4706e-05

Epoch 11/20

3860/3860 [==============================] - 9s 2ms/step - loss: 1.3768e-05

Epoch 12/20

3860/3860 [==============================] - 9s 2ms/step - loss: 1.2904e-05

Epoch 13/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.2156e-05

Epoch 14/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.1637e-05

Epoch 15/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.1058e-05

Epoch 16/20

3860/3860 [==============================] - 10s 3ms/step - loss: 1.0636e-05

Epoch 17/20

3860/3860 [==============================] - 10s 2ms/step - loss: 1.0266e-05

Epoch 18/20

3860/3860 [==============================] - 10s 3ms/step - loss: 9.9467e-06

Epoch 19/20

3860/3860 [==============================] - 10s 2ms/step - loss: 9.6220e-06

Epoch 20/20

3860/3860 [==============================] - 10s 3ms/step - loss: 9.2423e-06