**Machine Learning Concepts: Study Notes**

**1. Lasso Regression**

* **Definition**: **Lasso Regression**, short for **Least Absolute Shrinkage and Selection Operator**, is a regression method used for **variable selection and regularization** in regression analysis. It is designed to prevent overfitting and to identify irrelevant data features by shrinking their coefficients towards zero.
* **How it Works**:
  + Lasso Regression builds upon **Ordinary Least Squares (OLS) Regression** by adding a **penalty term** to the standard regression equation.
  + The penalty term is the **sum of the absolute values of the coefficients** ((\sum |\beta\_i|)).
  + A **tuning parameter, (\lambda)** (lambda), controls the strength of this penalty. As (\lambda) increases, more coefficients are pushed towards zero, effectively performing feature selection by removing less important features from the model.
  + The primary objective is to minimise the residual sum of squares (RSS) along with this L1 penalty.
* **Bias-Variance Tradeoff**:
  + The **L1 regularization** in Lasso Regression reduces variance by shrinking the coefficients of less important features to zero, which helps prevent overfitting to noise in the training data.
  + However, increasing the regularization strength (higher (\lambda) value) can **increase bias**, potentially leading to underfitting if the model becomes too simplistic to capture the true data relationships.
  + The goal is to select an optimal (\lambda) value that balances this bias-variance tradeoff, often achieved through cross-validation.
* **When to Use**: Lasso Regression is particularly useful for:
  + **Feature Selection**: Automatically selects the most important features.
  + **Collinearity (Multicollinearity)**: Can help by reducing coefficients of correlated variables, often selecting only one among them.
  + **Regularization**: Prevents overfitting, especially when there are many predictors.
  + **Interpretability**: Creates simpler models with fewer non-zero coefficients, making them easier to understand.
* **Advantages**:
  + Automatic **feature selection**.
  + Effective **regularization** against large coefficients, leading to a more robust model.
  + Improved **interpretability**.
  + Handles **large feature spaces** efficiently.
* **Disadvantages**:
  + **Selection Bias**: May randomly select one variable from a group of highly correlated variables.
  + **Sensitive to Scale**: Feature scaling can impact regularization and accuracy.
  + **Impact of Outliers**: Can be affected by outliers, potentially leading to overfitting of coefficients.
  + **Model Instability**: Can be unstable with many correlated variables.
  + **Tuning Parameter Selection**: Choosing the optimal (\lambda) value can be challenging.

**2. Polynomial Regression**

* **Definition**: **Polynomial Regression** is a type of linear regression where the relationship between the independent variable (x) and the dependent variable (y) is modelled as an (n^{th}) degree polynomial. It is useful when the data exhibits a **non-linear relationship**, allowing the model to fit a curve to the data.
* **Need for it**:
  + Addresses **non-linear relationships** between variables that cannot be captured by simple linear regression.
  + Provides a **better fit for curved data** by introducing higher-degree terms, effectively capturing non-linear patterns.
  + Offers **flexibility and complexity** to model intricate curvilinear relationships.
* **How it Works**:
  + It extends linear regression by including **higher-degree terms** of the independent variable, such as (x^2), (x^3), etc..
  + The general equation for a polynomial regression of degree (n) is: (y = \beta\_0 + \beta\_1x + \beta\_2x^2 + \dots + \beta\_nx^n + \epsilon).
  + Although the function is linear in terms of its coefficients ((\beta)), the model itself captures non-linear patterns.
  + The coefficients are estimated using techniques like the **Least Squares method** to minimize the error between predicted and actual values.
* **Bias-Variance Tradeoff**:
  + Choosing the appropriate polynomial degree (n) is crucial.
  + A **higher degree** polynomial may fit the training data more closely, but it carries a significant **risk of overfitting**, meaning it performs poorly on new, unseen data.
  + Conversely, a **low-degree polynomial** can lead to **underfitting**, where the model is too simple to capture the underlying patterns in the data.
  + The goal is to select a degree that captures data patterns without being overly complex, ensuring good generalization.
* **Applications**:
  + **Modeling Growth Rates** (e.g., tissue growth, disease epidemic progression).
  + **Environmental Studies** (e.g., distribution of carbon isotopes).
  + **Economics and Finance** (e.g., analysing non-linear relationships in financial markets).
* **Advantages**:
  + Can fit a **wide range of curves**, making it versatile for complex data.
  + **Captures non-linear patterns** more accurately than linear regression.
  + Offers **flexible modeling** capabilities.
* **Disadvantages**:
  + Highly **sensitive to outliers**; extreme values can significantly skew results.
  + High risk of **overfitting** with higher-degree polynomials.
  + Has **limited built-in methods for detecting or handling outliers**.

**3. Support Vector Regression (SVR)**

* **Definition**: **Support Vector Regression (SVR)** is a type of **Support Vector Machine (SVM)** specifically adapted for **regression tasks**. Its primary goal is to find a function that best predicts the continuous output value for a given input.
* **How it Works**:
  + SVR works by mapping data points into a **higher-dimensional space**.
  + In this transformed space, it seeks to find a **hyperplane** that not only fits the data but also maximises the margin around the predicted values, effectively minimising the sum of the squared residuals between the predicted and actual values.
  + SVR can use both **linear and non-linear kernels** to achieve this. Common kernel options include 'linear', 'poly' (polynomial), and 'RBF' (Radial Basis Function). The choice of kernel depends on the data's characteristics and the complexity of the task.
* **Key Concepts**:
  + **Support Vector Machines (SVMs)**: SVR is built upon SVMs, which are supervised learning algorithms capable of classification and regression. SVMs aim to find an optimal hyperplane in a high-dimensional space to separate data.
  + **Kernels**: These are functions that determine the similarity between input vectors. A linear kernel is a simple dot product, while non-linear kernels capture more complex patterns in the data. The RBF kernel is noted as effective for introducing non-linearity.
  + **Hyperparameters**: SVR has several adjustable parameters, such as the **'C' parameter**, which controls the trade-off between minimising insensitive loss (errors within a margin) and sensitive loss (errors outside the margin).
  + **Model Evaluation**: Performance is typically measured by splitting data into training and test sets and using metrics like **Mean Squared Error (MSE)** or **Mean Absolute Error (MAE)** to quantify prediction errors.
* **Advantages**:
  + Particularly effective in **high-dimensional spaces**.
  + Robust to datasets containing **outliers**.

**4. Evaluation Metrics for Regression**

* **Purpose**: These metrics are used to **measure how well a machine learning model performs** when predicting **continuous numerical values**. They quantify the difference between predicted outcomes and actual values.
* **Common Evaluation Metrics**:
  + **Mean Absolute Error (MAE)**:
    - Calculates the **average absolute difference** between the predicted and actual values of the target variable.
    - Measures the average magnitude of errors without considering their direction.
    - **Lower values indicate better performance**.
  + **Mean Squared Error (MSE)**:
    - Calculates the **average of the squared differences** between the predicted and actual values.
    - It **penalises larger errors more heavily** than smaller ones due to the squaring.
    - **Lower values indicate better performance**.
  + **Root Mean Squared Error (RMSE)**:
    - This is the **square root of the MSE**.
    - It measures the average magnitude of the errors in the **same units as the target variable**, making it more interpretable than MSE.
    - **Lower values indicate better performance**.
  + **Huber Loss**:
    - A **hybrid loss function** that combines characteristics of MAE and MSE.
    - It behaves like MSE for small errors (quadratic) and like MAE for large errors (linear), providing a balance between robustness to outliers and sensitivity to smaller errors.
    - Less sensitive to outliers than MSE, while still providing a smooth gradient for optimisation.
  + **R-squared (R(\textsuperscript{2}) Score)**:
    - Represents the **proportion of the variance in the dependent variable that is explained by the independent variable(s)** in the model.
    - Ranges from **0 to 1**.
    - **Higher values indicate a better fit**, with 1 indicating a perfect fit where the model explains all variance.
  + **Adjusted R-squared**:
    - A modified version of R-squared that **accounts for the number of predictor variables** in the model.
    - It **penalises the addition of unnecessary variables**, providing a more accurate measure of model fit for models with multiple predictors.
    - **Higher values indicate better performance**, considering model complexity.

**5. Clustering Concepts**

* **Definition**: **Clustering**, or **Cluster Analysis**, is an **unsupervised learning** technique that involves the **grouping of data points based on their similarity** to each other. It is used when the data does not have a predefined target variable and the goal is to discover inherent patterns or structures within unlabelled data.
* **Objective**: The primary objective is to divide a dataset into distinct groups (clusters) such that data points within the same cluster are highly similar to each other, and distinct from data points in other clusters.
* **How Clusters are Formed**: Cluster formation is influenced by factors such as graphing, the shortest distance between data points, and the density of data points. The similarity between objects is determined based on a **similarity measure**.
* **Key Characteristics**:
  + It is a branch of **unsupervised learning**, meaning it works with unlabelled data.
  + It helps in gaining insights from data without prior classification structures.
* **Applications**: Clustering algorithms are widely used in various real-world scenarios:
  + **Market Segmentation**: Grouping customers with similar purchasing behaviours for targeted marketing, product recommendations, or customer segmentation.
  + **Market Basket Analysis**: Identifying items frequently bought together by customers.
  + **Social Network Analysis**: Understanding browsing behaviour to provide targeted friend or content recommendations.
  + **Medical Imaging**: Finding diseased areas in diagnostic images like X-rays.
  + **Anomaly Detection**: Identifying outliers or fraudulent transactions in real-time datasets.
  + **Simplifying Large Datasets**: Reducing a whole feature set into a simpler cluster ID, representing complex cases concisely.
* **Types of Clustering (Broadly)**:
  + **Hard Clustering**: In this type, each data point belongs **completely to one cluster** or not at all. For example, a point is either in Cluster 1 or Cluster 2. K-means is an example of a hard clustering method.
  + **Soft Clustering**: Instead of exclusive assignment, soft clustering evaluates a **probability or likelihood** of a data point belonging to a particular cluster. This means a data point can belong to **multiple clusters simultaneously** with varying degrees of membership. This approach is useful when boundaries between clusters are ambiguous or data points share characteristics with more than one group.

**6. Clustering Types (Specific Methodologies)**

The sources describe four common specific approaches to clustering:

* **1. Centroid-based Clustering (Partitioning methods)**:
  + **Concept**: Organises data points around **central vectors, called centroids**, which represent the cluster centres. Each data point is assigned to the cluster whose centroid is nearest to it.
  + **Characteristics**:
    - Data is separated into a predetermined number of clusters.
    - Efficient but **sensitive to initial conditions and outliers**.
    - Requires the user to **define the number of centroids, *k***, beforehand (e.g., using the Elbow Method).
    - Works well with clusters of roughly equal size.
  + **Similarity Measure**: Commonly uses Euclidean distance, Manhattan Distance, or Minkowski Distance.
  + **Examples**: **K-means** and K-medoids clustering.
* **2. Density-based Clustering (Model-based methods)**:
  + **Concept**: Identifies clusters by connecting **contiguous areas of high data density** into clusters. Regions of low density separate these clusters.
  + **Characteristics**:
    - Allows for the discovery of **any number of clusters of any shape** (arbitrary shapes).
    - **Handles noise and outliers effectively** by not assigning them to any cluster.
    - Automatically determines the number of clusters and is less susceptible to initialization positions compared to centroid-based methods.
    - Excels with clusters of different sizes and shapes, and manages both dense and sparse data regions.
    - Has difficulty with clusters of different density and data with high dimensions.
  + **Examples**: **DBSCAN** (Density-Based Spatial Clustering of Applications with Noise) and OPTICS (Ordering Points To Identify Clustering Structure).
* **3. Connectivity-based Clustering (Hierarchical Clustering)**:
  + **Concept**: Creates a **hierarchy of clusters** based on a measure of connectivity (distance). This method builds a **dendrogram**, a tree-like structure that visually represents the relationships between objects.
  + **Characteristics**:
    - Well-suited to hierarchical data, such as taxonomies.
    - Any number of clusters can be chosen by "cutting" the tree at the desired level.
  + **Approaches**:
    - **Divisive Clustering**: A **top-down approach** where all data points start as one large cluster, which is then progressively divided into smaller groups.
    - **Agglomerative Clustering**: A **bottom-up approach** where each data point begins as its own individual cluster, and then the closest pairs of clusters are iteratively merged into larger groups until all objects are united into a single cluster.
* **4. Distribution-based Clustering**:
  + **Concept**: This approach assumes that data is generated from a **mixture of probabilistic distributions** (e.g., Gaussian, Poisson). Clusters are identified by estimating the parameters of these distributions.
  + **Characteristics**:
    - Each cluster is represented by a probability distribution.
    - Data points are assigned to clusters based on how likely they are to belong to each distribution.
    - Unlike distance-based methods, this approach can capture clusters of varying shapes, sizes, and densities.
  + **Example**: Gaussian Mixture Model.
* **5. Fuzzy Clustering**:
  + **Concept**: A type of **soft clustering** that allows data points to belong to **multiple clusters simultaneously** with varying degrees of membership.
  + **Characteristics**: Each data point is assigned a membership value (between 0 and 1) for every cluster, indicating the degree to which it belongs to that cluster. Useful for complex datasets where cluster boundaries are not clear-cut.

**7. K-means Algorithm**

* **Definition**: **K-means clustering** is an **unsupervised learning algorithm** used for **data clustering**, which groups unlabeled data points into distinct groups or clusters. It is one of the most popular and efficient clustering methods in machine learning.
* **Type**: It is an example of an **exclusive or "hard" clustering method**, meaning each data point is assigned to precisely one cluster. It is also an iterative, **centroid-based clustering algorithm**.
* **How it Works**: K-means is an iterative process that aims to minimize the sum of distances between data points and their respective cluster centroids. The algorithm typically follows these steps:
  1. **Initialise k centroids**: The process begins by randomly picking (k) central points, known as means or cluster centroids, where (k) is the predetermined number of clusters desired.
  2. **Assign data points to closest centroids (Expectation Step)**: Each data point in the dataset is assigned to the cluster whose centroid is closest to it. This distance is commonly measured using **Euclidean distance**.
  3. **Update centroids (Maximization Step)**: After all points are assigned, the centroids are re-computed. Each cluster's new centroid is the average position (mean or median, depending on data characteristics) of all data points currently assigned to that cluster.
  4. **Repeat**: Steps 2 and 3 are repeated iteratively until the centroid positions no longer change significantly (convergence) or a predefined maximum number of iterations is reached.
* **Goal**: The primary goal is to minimise the **Sum of Squared Errors (SSE)**, which evaluates the quality of cluster assignments by measuring the total variation within each cluster. This involves minimising the intracluster distance (points within a cluster are similar) and maximising the intercluster distance (clusters are distinct from each other).
* **Optimisation**:
  1. **Initialising the Cluster Centroids**: Because K-means is sensitive to the initial placement of centroids, random initialization can lead to inconsistent results. Methods like **k-means++** (developed by Arthur and Vassilvitskii) are used to optimize the selection of initial centroids, improving cluster quality and convergence speed. K-means++ selects the first centroid randomly, then subsequent centroids based on their likelihood of being proportionally distant from already chosen centres.
  2. **Choosing the Optimal Number of Clusters (k)**: The **Elbow Method** is a graphical tool used to determine the optimal (k) value. It involves calculating the Within Cluster Sum of Squares (WCSS) for a range of (k) values and plotting WCSS against (k). The "elbow" point, where the rate of decrease in WCSS significantly levels off, suggests the optimal (k). Silhouette analysis is another method for this.
* **Applications**: K-means is applied in various domains, often for data with few dimensions and numerical values:
  1. Customer segmentation.
  2. Document classification.
  3. Image segmentation and compression.
  4. Recommendation engines.
* **Advantages**:
  1. **Simple** to understand and implement.
  2. **Fast** and computationally efficient.
  3. **Scalable** to large datasets and generalises to clusters of different shapes and sizes.
* **Disadvantages**:
  1. **Dependence on input parameters**: Highly sensitive to the choice of initial centroids and the number of clusters ((k)). Poor choices can lead to increased runtime and low-quality cluster assignments.
  2. **Possible underperformance on certain datasets**: Performs best when clusters are similar in size and density, and less effectively with high dimensionality, significant outliers, or unevenly sized clusters.
  3. **Significant outlier impact**: Since centroids are based on averages, outliers can heavily skew cluster results and make the model prone to overfitting them.

**8. DBSCAN Algorithm**

* **Definition**: **DBSCAN** (Density-Based Spatial Clustering of Applications with Noise) is a **density-based clustering algorithm** that groups data points that are closely packed together, identifying clusters as dense regions in the data space separated by areas of lower density. It also effectively marks outliers as noise.
* **Key Characteristics**: Unlike K-Means or hierarchical clustering, DBSCAN performs well in handling real-world data irregularities:
  + **Arbitrary-Shaped Clusters**: It can identify clusters of any arbitrary shape, not just circular or convex.
  + **Noise and Outliers**: It effectively identifies and handles noise points, not assigning them to any cluster.
  + **Automatic Cluster Number**: It automatically determines the number of clusters, removing the need for pre-specification.
* **Key Parameters**: DBSCAN requires two main parameters for training the model:
  + **eps ((\epsilon))**: This defines the **radius of the neighbourhood** around a data point. If the distance between two points is less than or equal to (\epsilon), they are considered neighbours. Choosing the right (\epsilon) is crucial; too small may classify most points as noise, too large may merge distinct clusters.
  + **MinPts**: This is the **minimum number of points required within the (\epsilon) radius to form a dense region**. A general rule of thumb is to set MinPts (\ge) D+1 (where D is the number of dimensions), with a minimum value of 3 often recommended.
* **How it Works**: DBSCAN categorises data points into three types:
  + **Core points**: A point is a core point if it has at least MinPts number of neighbours within its (\epsilon) radius. These points initiate new clusters or expand existing ones.
  + **Border points**: A point is a border point if it is within the (\epsilon) radius of a core point but does not have enough neighbours itself to be a core point. Border points are part of a cluster but are on its periphery.
  + **Noise points**: These are points that are neither core points nor border points; they do not belong to any cluster. DBSCAN works by iteratively expanding clusters from core points and connecting density-reachable points, forming clusters without rigid assumptions about their shape or size.
* **Implementation Steps**:
  + **Identify Core Points**: For each point, count neighbours within eps. If the count meets or exceeds MinPts, mark it as a core point.
  + **Form Clusters**: For any core point not yet assigned to a cluster, create a new cluster. Recursively find all **density-connected points** (points within eps of the core point or other density-connected points) and add them to this new cluster.
  + **Density Connectivity**: Two points are density-connected if there is a chain of points between them, where each point is within eps of the next, and at least one point in the chain is a core point.
  + **Label Noise Points**: Any point remaining unassigned after processing all core and border points is labelled as noise.
* **Evaluation Metrics**: Performance can be evaluated using metrics like **Silhouette score** and **Adjusted Rand Score**.
* **When to Use DBSCAN over K-Means**: DBSCAN is preferred when:
  + The data is **not spherical in shape** (can find arbitrary shapes).
  + The **number of clusters is not known beforehand**.
  + The dataset contains **noise and outliers** (DBSCAN handles them well, whereas K-Means does not work well with outliers which can skew clusters significantly).

**9. Ensemble Techniques**

* **Definition**: **Ensemble methods** (or Ensemble Learning) are machine learning techniques that **combine the predictions of multiple models** (often referred to as "learners," "base learners," "base models," or "base estimators") to create a **more robust and accurate final model** than any single model alone. This approach harnesses the collective intelligence of many models.
* **Why Use Ensemble Learning?**:
  + **Improved Model Performance**: The primary goal is to **enhance predictive accuracy and robustness** and reduce errors beyond what a single model can achieve.
  + **Reduction in Overfitting**: By aggregating predictions from multiple models, ensemble methods can significantly **reduce the risk of overfitting** that individual, complex models might exhibit.
  + **Improved Generalisation**: They generalize better to unseen data by minimizing both variance and bias.
  + **Robustness to Noise**: Ensemble methods help mitigate the effect of noisy or incorrect data points by averaging out predictions from diverse models.
  + **Flexibility**: They are versatile and can be used with various types of base learners, including decision trees, neural networks, and Support Vector Machines.
  + **Addressing Bias-Variance Tradeoff**: Ensemble techniques effectively balance errors arising from model complexity (bias) and sensitivity to data noise (variance). While bias measures the average difference from true values (high bias = high training error), variance measures prediction differences across model realisations (high variance = high testing error). Ensemble learning can lower overall error rates and even outperform single regularized models by combining diverse components.
  + Can help resolve issues stemming from high-dimensional data, serving as an alternative to dimensionality reduction.
* **Types of Ensemble Learning**: Ensemble learning methods are broadly categorised into two groups:
  + **Parallel methods**: Each base learner is trained **independently** from the others. They can be **homogeneous** (using the same base learning algorithm for all learners) or **heterogeneous** (using different algorithms).
    - **Bagging** is a homogeneous parallel method.
    - **Stacking** is a heterogeneous parallel method.
  + **Sequential methods**: A new base learner is trained to **minimise errors made by the previous model** in a step-by-step fashion.
    - **Boosting** is a sequential ensemble method.
* **How Predictions are Combined**:
  + **Voting**: A common method, particularly **majority voting** for classification tasks, where the final prediction is determined by the majority of base learners. **Weighted majority voting** gives more importance to certain learners' predictions.
  + **Averaging**: For regression tasks, the final prediction is often the **average** of all base models' predictions.
  + **Meta-learning (Stacking)**: A separate machine learning algorithm, called a **meta-model** or meta-learner, learns how to best combine the predictions generated by the base models.
* **Base Learners**: Individual models used in ensemble algorithms are called base learners. They can be "weak learners" (perform slightly better than random guessing) or "strong learners" (achieve excellent predictive performance). Often, simple models like decision trees or linear models are used as base learners.

**10. Boosting**

* **Definition**: **Boosting** is a powerful **sequential ensemble technique** in machine learning that primarily focuses on **reducing bias**. It creates a strong predictive model by combining the predictions of multiple "weak learners" in a sequential manner, with each new model attempting to correct the errors of its predecessors.
* **How it Works**:
  1. **Sequential Training**: Models are built one at a time. Each successive model focuses on the mistakes or residual errors made by the models trained before it.
  2. **Weight Adjustment/Emphasis**: The algorithm assigns higher weights to data points that were incorrectly classified (or had high residual errors) by the previous model. This ensures that the subsequent model pays more attention to these difficult examples.
  3. **Model Combination**: Each trained weak learner is added to the ensemble, and its prediction is combined with those of the previous models. For classification, a weighted majority vote is often used, while for regression, predictions are averaged.
  4. This iterative process continues until the entire training dataset is accurately predicted or a predefined maximum number of models is reached.
* **Key Concept: Weak Learners**: Boosting typically works by combining several weak learners. A weak learner is a model that performs only slightly better than random guessing, but their collective intelligence in a Boosting framework results in a strong learner.
* **Popular Boosting Algorithms**:
  1. **AdaBoost (Adaptive Boosting)**: One of the earliest and most well-known algorithms. It places greater emphasis (weights) on data points that were misclassified by previous models. The final output is a weighted combination of all model predictions based on their individual accuracy. **Use Case**: Often used in binary classification tasks like spam or fraud detection.
  2. **Gradient Boosting Machines (GBM)**: A generalization of AdaBoost that optimises model performance using gradient descent. Each subsequent model is trained to correct the **residual errors** (differences between actual and predicted values) from the preceding models, improving accuracy. **Use Case**: Widely used in predictive analytics for tasks such as credit default risk, customer churn, and sales forecasting, known for strong predictive performance in both classification and regression.
  3. **XGBoost (Extreme Gradient Boosting)**: An optimised and highly popular implementation of Gradient Boosting known for its speed and performance. It includes features like regularization (to prevent overfitting) and parallel processing for faster training. **Use Case**: Commonly used in data science competitions (e.g., Kaggle) and real-world applications like time-series forecasting, marketing analytics, and recommendation systems.
  4. **LightGBM (Light Gradient Boosting Machine)**: A gradient boosting algorithm optimised for large datasets. It achieves faster training speeds and lower memory usage through techniques such as leaf-wise tree growth and histogram-based learning. **Use Case**: Ideal for large-scale machine learning tasks like ranking, classification, and regression, especially when speed and memory efficiency are critical.
* **Advantages**: Primarily focuses on improving accuracy by reducing bias.
* **Challenges and Disadvantages**:
  1. **Higher Risk of Overfitting**: Boosting can lead to overfitting if not carefully tuned, especially since it focuses on correcting errors and may overemphasise noisy or outlier data. Solutions include **early stopping, regularization, and hyperparameter tuning**.
  2. **Increased Computational Cost**: Involves sequential model training, making it more computationally intensive than Bagging and less suitable for parallelisation.
  3. **Model Interpretability**: Can result in complex ensembles that are harder to interpret, especially with models like Gradient Boosting or XGBoost.
  4. **Sensitivity to Noisy Data**: Boosting algorithms are particularly sensitive to noisy data or outliers because they assign more weight to misclassified examples. **Data cleaning and outlier removal** are crucial mitigation strategies.

**11. Bagging**

* **Definition**: **Bagging**, short for **Bootstrap Aggregating**, is an ensemble method designed to **reduce the variance** of machine learning models. It involves training **multiple independent models** on different subsets of the original dataset and then combining their predictions to produce a final, more stable output.
* **Type**: Bagging is a **homogeneous parallel method**, meaning it uses the same base learning algorithm for all component models, which are trained independently.
* **How it Works**:
  1. **Data Sampling (Bootstrapping)**: Multiple subsets of the original dataset are created using **bootstrapping**, which is random sampling with replacement. Each subset may contain duplicate instances and will be slightly different from the others.
  2. **Model Training**: A separate model (often of the same type, referred to as a "base model" or "base learner") is trained independently on each of these bootstrapped subsets. Since each model is trained independently, this process allows for **easy parallelisation**, which can speed up training.
  3. **Aggregation**: The predictions from all the individually trained models are then combined to produce a final output. For **classification tasks**, the final prediction is made by taking a **majority vote** across all models. For **regression tasks**, the final prediction is the **average** of all models' predictions.
* **Out-of-Bag (OOB) Evaluation**: During bootstrapping, some data samples are excluded from the training subset for particular base models. These "out-of-bag" samples can be used to estimate the model's performance without needing cross-validation.
* **Example Algorithm: Random Forest**:
  1. One of the most well-known and effective implementations of Bagging is the **Random Forest** algorithm.
  2. In a Random Forest, multiple decision trees are trained on different bootstrapped samples of the data. Additionally, Random Forests introduce randomness in feature selection when growing each tree, which further increases diversity among the trees.
  3. The predictions from these multiple trees are then aggregated (e.g., by majority vote for classification or averaging for regression).
  4. **Use Cases**: Commonly used in classification (e.g., predicting customer churn or fraud detection) and regression (e.g., predicting house prices) due to its ability to handle large datasets, categorical variables, and complex relationships.
* **Advantages**:
  1. **Reduces Variance**: By combining multiple models, Bagging effectively reduces the risk of overfitting to any particular subset of the data.
  2. **Improves Stability**: Models trained on bootstrapped datasets are less likely to be influenced by outliers or noise in the data.
  3. **Parallelization**: The independent training of models allows for efficient parallel processing, which can significantly reduce training time.
* **Challenges and Considerations**:
  1. **Increased Computational Cost**: While parallelizable, training multiple models still requires substantial computational power, especially for large datasets or complex base models.
  2. **Model Interpretability**: Bagging models, like Random Forests, can be seen as "black boxes" due to the complexity of combining numerous base models, making it harder to interpret how individual features contribute to the final prediction.

**Similarities Between Bagging and Boosting**

While distinct in their approach, Bagging and Boosting share several fundamental similarities:

* **Ensemble Methods**: Both fall under the umbrella of **ensemble methods**, which combine predictions from multiple models to achieve a more accurate and robust final model.
* **Improve Model Performance**: A primary objective for both is to **improve the performance** of a machine learning model by reducing errors, leading to better generalisation to unseen data.
* **Use Base Learners**: Both techniques are designed to improve the performance of **base learners**, which are often simple models like decision trees.
* **Training Data Generation**: Both generate several training datasets, typically through some form of random sampling.
* **Versatility**: They can be applied to a wide range of machine learning tasks, including both **classification and regression**, and are flexible enough to work with different types of base learners.
* **Stability**: Both are effective at reducing variance and provide higher stability compared to single models.

**Differences Between Bagging and Boosting**

|  |  |  |
| --- | --- | --- |
| **Aspect** | **Bagging** | **Boosting** |
| **Objective** | Reduces **variance** by averaging predictions across multiple models. | Reduces **bias** by sequentially learning from model errors. |
| **Model Training** | Models are trained **independently** and in parallel on different subsets of the data. | Models are trained **sequentially**, with each learning from the errors of the previous one. |
| **Data Sampling** | Uses **bootstrapped datasets** (random sampling with replacement). | Uses the entire dataset but **focuses on misclassified samples** (by adjusting weights or residuals). |
| **Model Combination** | Voting for classification, averaging for regression. | Weighted combination of models based on their performance. |
| **Overfitting Risk** | **Less prone to overfitting** due to averaging across independent models. | **Higher risk of overfitting**, especially if the model becomes too complex or overemphasises outliers. |
| **Primary Focus** | Improves stability and reduces variance. | Improves accuracy by reducing bias. |
| **Model Diversity** | Models are trained in parallel and are often diverse due to bootstrapping. | Models are trained sequentially and depend on the errors of previous models. |
| **Computational Efficiency** | Can be more computationally efficient due to parallelization. | Sequential training makes it more computationally intensive and less suited for parallelization. |
| **Base Learner** | Typically uses **strong learners** (e.g., deep decision trees). | Typically uses **weak learners** (e.g., shallow decision trees or decision stumps). |
| **Use Case** | Suitable for reducing overfitting in high-variance models (e.g., Random Forest for fraud detection). | Suitable for tasks requiring improving model accuracy on complex datasets (e.g., XGBoost, AdaBoost for customer churn prediction). |
| **Common Algorithms** | Random Forest, Bagging Classifier. | AdaBoost, Gradient Boosting Machines (GBM), XGBoost, LightGBM. |

Top of Form

Applied Machine Learning: Regression, Clustering, and Ensembles

Study Guide

This study guide is designed to review your understanding of key concepts and algorithms in regression, clustering, and ensemble methods within machine learning.

I. Regression

* **Concepts of Regression:**Definition: Supervised learning technique to predict a continuous numerical value.
* Variables: Dependent Variable (Target) and Independent Variables (Features).
* Goal: Find relationships between variables for predictions.
* Characteristics: Continuous target variable, error measurement (MSE, RMSE), varying model complexity, issues of overfitting/underfitting, interpretability.
* Terminologies: Predictor Variable, Multicollinearity, Outliers, Response Variable, Underfitting, Overfitting, Coefficient, Residuals.
* **Types of Regression Models:Simple Linear Regression:** Linear relationship between one independent and one dependent variable.
* **Multiple Linear Regression:** Linear relationship between multiple independent variables and one dependent variable.
* **Polynomial Regression:**Used for non-linear relationships, fitting an n-th degree polynomial.
* Equation: y = β₀ + β₁x + β₂x² + … + βnxⁿ + ε
* Need: Captures curvilinear relationships, offers flexibility for complex patterns.
* Challenges: Sensitivity to outliers, risk of overfitting with higher degrees, limited outlier detection.
* Applications: Modelling growth rates, disease progression, environmental studies, economics/finance.
* **Ridge & Lasso Regression (Regularized Linear Regression):**Prevent overfitting by penalizing large coefficients.
* **Lasso Regression (Least Absolute Shrinkage and Selection Operator):**Adds L1 penalty (sum of absolute values of coefficients) to cost function.
* Key Feature: Can shrink some coefficients to exactly zero, performing automatic feature selection.
* Bias-Variance Tradeoff: Reduces variance but can increase bias with stronger regularization. Optimal lambda (λ) found via cross-validation.
* Use Cases: Feature selection, handling collinearity, regularization, interpretability, large feature spaces.
* Disadvantages: Selection bias, sensitive to scale, impact of outliers, model instability.
* **Support Vector Regression (SVR):**Based on Support Vector Machines (SVM).
* Goal: Find a hyperplane that minimizes the sum of squared residuals or maximizes the margin around predicted values, within a specified epsilon-insensitive tube.
* Kernels: Can use linear or non-linear kernels (e.g., RBF, polynomial) to capture complex patterns.
* Hyperparameters: 'C' parameter controls trade-off between insensitive loss and sensitive loss.
* **Evaluation Metrics for Regression:**Mean Absolute Error (MAE): Average absolute difference.
* Mean Squared Error (MSE): Average squared difference, penalizes larger errors more.
* Root Mean Squared Error (RMSE): Square root of MSE, in same units as target variable.
* R-squared (R²): Proportion of variance in dependent variable explained by model (0-1, higher is better).
* Huber Loss: Hybrid loss function for robustness to outliers.

II. Clustering

* **Clustering Concepts:**Definition: Unsupervised learning technique for grouping data points based on similarity.
* Goal: Gain insights from unlabelled data, group similar data points.
* Applications: Market segmentation, market basket analysis, social network analysis, medical imaging, anomaly detection, simplifying large datasets.
* Types of Clustering:
* **Hard Clustering:** Each data point belongs completely to one cluster.
* **Soft Clustering:** Each data point has a probability of belonging to multiple clusters.
* **Clustering Types (Approaches):Centroid-based clustering (Partitioning methods):**Organizes data into non-hierarchical clusters around central vectors (centroids).
* Efficient but sensitive to initial conditions and outliers.
* Requires defining the number of clusters, *k*.
* Examples: K-means, K-medoids.
* **Density-based clustering (Model-based methods):**Connects contiguous areas of high example density into clusters.
* Discovers arbitrary number of clusters of any shape.
* Outliers not assigned to clusters.
* Difficulty with clusters of different density and high dimensions.
* Example: DBSCAN.
* **Distribution-based clustering:**Assumes data is composed of probabilistic distributions (e.g., Gaussian distributions).
* Assigns data points based on likelihood of belonging to each distribution.
* **Hierarchical clustering (Connectivity-based Clustering):**Creates a tree (dendrogram) of clusters based on a measure of connectivity/distance.
* Suitable for hierarchical data (e.g., taxonomies).
* Can choose any number of clusters by cutting the tree.
* Approaches: Divisive (top-down) and Agglomerative (bottom-up).
* **Clustering Algorithms:K-means:**Iterative, centroid-based algorithm.
* Process: Randomly initialize *k* centroids, assign each point to closest centroid, update centroids (average position of points in cluster), repeat until convergence.
* Goal: Minimize sum of squared errors (SSE) between data points and centroids.
* Optimization: Elbow Method for optimal *k*, k-means++ for initial centroid selection.
* Advantages: Simple, fast, scalable to large datasets.
* Disadvantages: Depends on input parameters (*k* and initial centroids), sensitive to outliers, can underperform on non-spherical or unevenly sized clusters.
* **DBSCAN (Density-Based Spatial Clustering of Applications with Noise):**Density-based algorithm that groups closely packed points and marks outliers as noise.
* Identifies clusters as dense regions separated by lower density areas.
* Key Parameters: eps (radius of neighborhood), MinPts (minimum number of points within eps to form a dense region).
* Point Types: Core points (sufficient neighbors), Border points (near core points but insufficient neighbors to be core), Noise points (do not belong to any cluster).
* Advantages: Handles arbitrary-shaped clusters, identifies noise/outliers, automatically determines number of clusters, less susceptible to initialization.
* Disadvantages: Difficulty with clusters of different densities, high-dimensional data, parameter sensitivity (eps, MinPts).

III. Ensemble Techniques

* **Ensemble Concepts:**Definition: Machine learning technique that combines predictions of multiple models (base learners) to create a more robust and accurate final model.
* Principle: Collective intelligence of many models is superior to a single model.
* Benefits: Improves model accuracy, reduces errors, reduces overfitting, improves stability, enhances generalization, robustness to noise, flexibility.
* Bias-Variance Tradeoff: Ensemble methods help balance bias (error from oversimplistic assumptions) and variance (error from sensitivity to training data changes) to minimize total error.
* Types of Ensemble Methods:
* **Parallel methods:** Base learners trained independently.
* Homogenous: Uses the same base learning algorithm.
* Heterogeneous: Uses different algorithms.
* **Sequential methods:** New base learner minimizes errors of previous model.
* **Bagging (Bootstrap Aggregating):**Parallel, homogenous ensemble method.
* Objective: Reduce variance and prevent overfitting.
* How it works:

1. Data Sampling: Creates multiple bootstrapped datasets (random samples with replacement from original dataset).
2. Model Training: Trains separate, independent models (typically of the same type, e.g., decision trees) on each bootstrapped subset.
3. Aggregation: Combines predictions by majority vote (classification) or averaging (regression).

* Advantages: Reduces variance, improves stability, allows parallelization.
* Example Algorithm: Random Forest (multiple decision trees on bootstrapped samples).
* **Boosting:**Sequential ensemble technique.
* Objective: Reduce bias by training models sequentially, with each learning from errors of predecessors.
* How it works:

1. Model Initialization: Starts with a weak learner on the entire dataset.
2. Weight Adjustment: Assigns higher weights to incorrectly classified examples for subsequent training.
3. Model Combination: Each model is added, and its prediction is combined (e.g., weighted majority vote).

* Key Concept: Combines several "weak learners" (slightly better than random guessing) into a strong learner.
* Popular Algorithms:
* **AdaBoost (Adaptive Boosting):** Weights misclassified data points more heavily for subsequent models.
* **Gradient Boosting Machines (GBM):** Trains subsequent models to correct residual errors using gradient descent.
* **XGBoost (Extreme Gradient Boosting):** Optimized GBM with regularization and parallel processing.
* **LightGBM (Light Gradient Boosting Machine):** Optimized for large datasets, faster training, lower memory usage.
* Advantages: Improves accuracy, reduces bias.
* Challenges: Higher risk of overfitting if not tuned, more computationally intensive due to sequential training, sensitivity to noisy data.
* **Stacking (Stacked Generalization):**Heterogeneous parallel method (meta-learning).
* How it works: Trains multiple different base models on the same dataset, then uses their predictions as inputs to a final model (meta-model) which learns how to best combine them.
* Important: Meta-learner needs to be trained on a different dataset to avoid overfitting.

Quiz

**Instructions:** Answer each question in 2-3 sentences.

1. Explain the primary objective of Polynomial Regression and in what scenario it is preferred over simple linear regression.
2. What is the main difference in how Lasso Regression and Ridge Regression regularize a model?
3. Describe the function of the 'C' hyperparameter in Support Vector Regression (SVR).
4. Define "clustering" in machine learning and provide two real-world applications.
5. What is the fundamental difference between "hard clustering" and "soft clustering"?
6. How does the K-means algorithm work iteratively to form clusters?
7. Identify the two key parameters in DBSCAN and briefly explain their roles.
8. Contrast the primary objective of Bagging with that of Boosting in ensemble learning.
9. Explain how Bagging helps in reducing overfitting in machine learning models.
10. Describe the concept of "weak learners" in the context of Boosting algorithms.

Answer Key

1. The primary objective of Polynomial Regression is to model non-linear relationships between independent and dependent variables by fitting an n-th degree polynomial. It is preferred over simple linear regression when the data clearly exhibits a curvilinear pattern that a straight line cannot effectively capture.
2. Lasso Regression applies an L1 penalty, which adds the sum of the absolute values of the coefficients to the cost function, potentially shrinking some coefficients exactly to zero for feature selection. Ridge Regression, in contrast, applies an L2 penalty, which adds the sum of the squared values of the coefficients, shrinking them towards zero but rarely making them exactly zero.
3. In Support Vector Regression (SVR), the 'C' parameter is a hyperparameter that controls the trade-off between minimizing the insensitive loss (errors within the epsilon-tube) and minimizing the sensitive loss (errors outside the epsilon-tube). A larger 'C' value penalizes errors more strongly, leading to a narrower margin and potentially a more complex model, while a smaller 'C' allows for larger errors within the margin.
4. Clustering in machine learning is an unsupervised learning technique that groups data points based on their similarity to each other, aiming to discover inherent patterns in unlabeled data. Two real-world applications include market segmentation, where businesses group customers with similar purchasing behaviors for targeted marketing, and anomaly detection, used to identify outliers in datasets like fraudulent transactions.
5. The fundamental difference between hard clustering and soft clustering lies in how data points are assigned to clusters. In hard clustering, each data point is assigned exclusively to one cluster, meaning it either fully belongs or does not. In soft clustering, data points can belong to multiple clusters simultaneously, with a probability or likelihood indicating their degree of membership in each cluster.
6. The K-means algorithm works iteratively by first randomly initializing *k* centroids. Then, it repeatedly assigns each data point to its closest centroid (expectation step) and recalculates the centroids as the mean position of all points assigned to that cluster (maximization step). This process continues until the centroid positions stabilize, minimizing the sum of squared distances between points and their assigned centroids.
7. The two key parameters in DBSCAN are eps and MinPts. eps defines the maximum radius of the neighborhood around a data point to consider it a neighbor, while MinPts specifies the minimum number of points required within the eps radius for a point to be considered a "core point" and form a dense region.
8. The primary objective of Bagging is to reduce the variance of a model by training multiple independent models on different subsets of the data and averaging their predictions. In contrast, Boosting aims to reduce bias by training models sequentially, with each new model focusing on correcting the errors made by its predecessors to create a stronger overall model.
9. Bagging reduces overfitting by combining predictions from multiple independent models, each trained on a different bootstrapped subset of the original data. This process averages out the individual models' tendencies to overfit to specific noise or patterns in their particular training subsets, leading to a more stable and generalized final model.
10. In Boosting algorithms, "weak learners" refer to models that perform only slightly better than random guessing, often simple models like shallow decision trees. Despite their individual poor performance, when combined sequentially within the Boosting framework, with each successive weak learner focusing on the errors of the previous ones, they collectively contribute to forming a highly accurate "strong learner."

Essay Format Questions

1. Compare and contrast Bagging and Boosting as ensemble learning techniques, discussing their core mechanisms, primary objectives (bias vs. variance reduction), and provide examples of algorithms for each.
2. Discuss the different types of clustering approaches (centroid-based, density-based, distribution-based, hierarchical). For each type, explain its fundamental principle, note its advantages and disadvantages, and describe scenarios where it would be most applicable.
3. Explain the concept of regularization in regression, specifically detailing how Lasso Regression achieves both regularization and feature selection. Discuss the implications of the lambda (λ) parameter on model bias and variance, and how an optimal lambda value is typically chosen.
4. Describe the K-means and DBSCAN clustering algorithms, highlighting their operational differences, strengths, and weaknesses. In what specific data distribution scenarios would you choose one algorithm over the other, and why?
5. Analyze the role of regression in machine learning, outlining its characteristics and common applications. Discuss at least three types of regression models (e.g., Linear, Polynomial, SVR) and their respective use cases, emphasizing when each would be the most suitable choice.

Glossary of Key Terms

* **AdaBoost (Adaptive Boosting):** A popular boosting algorithm that iteratively trains weak learners, assigning higher weights to misclassified examples from previous models to improve accuracy.
* **Aggregation:** The process of combining predictions from multiple models in ensemble methods, typically by majority vote for classification or averaging for regression.
* **Anomaly Detection:** A use case for clustering where outliers or unusual data points that do not fit into any cluster are identified.
* **Bias:** Error in a machine learning model caused by over-simplistic assumptions of the data, leading to underfitting. High bias means high error in training.
* **Bias-Variance Tradeoff:** The challenge in machine learning of balancing two types of errors: bias (due to simplistic model assumptions) and variance (due to model sensitivity to training data). Ensemble methods often aim to optimize this tradeoff.
* **Boosting:** An ensemble learning technique that trains models sequentially, where each new model attempts to correct the errors made by previous models, primarily focusing on reducing bias.
* **Bootstrap Aggregating (Bagging):** An ensemble method that trains multiple independent models on different bootstrapped (randomly sampled with replacement) subsets of the original dataset, then combines their predictions to reduce variance and prevent overfitting.
* **Bootstrapping:** A resampling technique used in Bagging where multiple subsets of the original dataset are created by random sampling with replacement.
* **Centroid:** The arithmetic mean of all data points within a cluster, serving as the cluster's center in centroid-based clustering.
* **Centroid-based Clustering:** A type of clustering that organizes data into non-hierarchical clusters around central vectors (centroids). K-means is a prominent example.
* **Clustering:** An unsupervised machine learning technique that groups data points based on their similarity to each other, aiming to uncover inherent structures in unlabeled datasets.
* **Coefficient:** In regression analysis, values that represent the strength and direction of the relationship between predictor variables and the response variable.
* **Collinearity (Multicollinearity):** A phenomenon in regression where two or more independent variables are highly correlated with each other, which can lead to issues in accurately estimating coefficients.
* **Core Points:** In DBSCAN, data points that have a sufficient number of neighbors (at least MinPts) within a specified radius (eps).
* **Cross-validation:** A technique used to assess the generalization ability of a predictive model by partitioning the data into subsets, training on some, and testing on others. Used to select optimal hyperparameters like Lasso's lambda.
* **DBSCAN (Density-Based Spatial Clustering of Applications with Noise):** A density-based clustering algorithm that groups together closely packed data points and identifies outliers as noise, capable of finding arbitrary-shaped clusters.
* **Dendrogram:** A tree-like structure visually representing the hierarchy of clusters formed by hierarchical clustering.
* **Dependent Variable (Target Variable):** The variable in regression that the model aims to predict or explain, typically a continuous numerical value.
* **Dimensionality Reduction:** Techniques used to reduce the number of features in a dataset while retaining key information. Ensemble learning can sometimes serve as an alternative.
* **Distribution-based Clustering:** A clustering approach that assumes data points are generated from a mixture of probabilistic distributions (e.g., Gaussian distributions).
* **Elbow Method:** A graphical tool used to determine the optimal number of clusters (*k*) in K-means clustering by plotting the within-cluster sum of squares (WCSS) against the number of clusters.
* **Ensemble Methods/Learning:** Machine learning techniques that combine the predictions of multiple individual models (base learners) to produce a more robust and accurate final prediction than any single model could achieve.
* **eps (Epsilon):** A parameter in DBSCAN that defines the maximum radius of the neighborhood around a data point to consider another point its neighbor.
* **Evaluation Metrics for Regression:** Measures used to quantify the performance of regression models, such as MAE, MSE, RMSE, and R-squared.
* **Feature Selection:** The process of automatically selecting the most important features in a dataset, often performed by regularization techniques like Lasso Regression.
* **Gaussian Distributions:** Probabilistic distributions often assumed to generate data in distribution-based clustering.
* **Gradient Boosting Machines (GBM):** A boosting algorithm that sequentially builds decision trees, with each tree trained to correct the residual errors of the previous ones, using gradient descent.
* **Hard Clustering:** A type of clustering where each data point is assigned exclusively to one cluster.
* **Hierarchical Clustering (Connectivity-based Clustering):** A clustering method that builds a tree-like structure (dendrogram) of clusters based on their connectivity or distance. Can be agglomerative (bottom-up) or divisive (top-down).
* **Huber Loss:** A hybrid loss function used in regression that is quadratic for small errors (like MSE) and linear for large errors (like MAE), making it less sensitive to outliers than MSE.
* **Hyperparameters:** Parameters of a machine learning model that are set before the training process begins and control aspects of the learning process itself (e.g., k in K-means, C in SVR, lambda in Lasso).
* **Independent Variables (Features):** The input variables in regression that are used to predict or explain the dependent variable.
* **Inertia (Within-Cluster Sum of Squares, WCSS):** An evaluation metric in K-means that measures the sum of squared distances between each data point and its assigned cluster centroid. Lower inertia indicates more compact clusters.
* **Kernels:** Functions used in SVR (and SVMs) that determine the similarity between input vectors, allowing the model to find non-linear relationships by mapping data into higher dimensions (e.g., linear, RBF, polynomial).
* **K-means Algorithm:** A popular iterative, centroid-based unsupervised learning algorithm that partitions unlabeled data points into a predefined number of clusters (*k*).
* **K-means++:** An optimization method for K-means that improves the selection of initial cluster centroids, leading to better clustering results and faster convergence.
* **lambda (λ):** The tuning parameter in Lasso and Ridge Regression that controls the strength of the regularization penalty. Higher values impose stronger penalties.
* **Lasso Regression (Least Absolute Shrinkage and Selection Operator):** A type of linear regression that uses L1 regularization to penalize large coefficients, often shrinking some to exactly zero, thus performing automatic feature selection.
* **LightGBM (Light Gradient Boosting Machine):** A gradient boosting algorithm optimized for large datasets, known for faster training speeds and lower memory usage.
* **Linear Regression:** A statistical model that assumes a linear relationship between the independent and dependent variables, aiming to find the best-fitting straight line.
* **Market Segmentation:** A common application of clustering where businesses group customers based on shared characteristics for targeted marketing.
* **Mean Absolute Error (MAE):** A regression evaluation metric that calculates the average absolute difference between predicted and actual values.
* **Mean Squared Error (MSE):** A regression evaluation metric that calculates the average of the squared differences between predicted and actual values.
* **Meta-learner:** In stacking ensemble methods, a final model that learns how to combine the predictions of multiple base learners.
* **MinPts (Minimum Points):** A parameter in DBSCAN that specifies the minimum number of data points required to form a dense region.
* **Model Interpretability:** The ease with which humans can understand the decisions or predictions made by a machine learning model. Complex ensemble models can sometimes reduce this.
* **Multiple Linear Regression:** An extension of simple linear regression that uses two or more independent variables to predict a single dependent variable.
* **Outliers:** Data points that deviate significantly from other observations in a dataset. They can disproportionately influence regression and clustering models.
* **Overfitting:** A phenomenon where a machine learning model learns the training data too well, including noise and outliers, leading to poor generalization performance on new, unseen data.
* **Parallel Methods:** A category of ensemble learning where base learners are trained independently of one another.
* **Penalty Term:** An addition to the cost function in regularized regression (like Lasso and Ridge) that discourages large coefficients, thereby preventing overfitting.
* **Polynomial Regression:** A form of linear regression where the relationship between variables is modeled as an n-th degree polynomial, used for non-linear data.
* **Predictor Variable:** See Independent Variable.
* **R-squared (R² Score):** A regression evaluation metric that represents the proportion of the variance in the dependent variable that can be explained by the independent variable(s) in the model. Ranges from 0 to 1.
* **Random Forest:** A well-known implementation of Bagging that trains multiple decision trees on different bootstrapped samples and aggregates their predictions.
* **Regression:** A supervised machine learning technique used to predict a continuous numerical value based on one or more independent features.
* **Regularization:** Techniques (e.g., L1, L2) used in regression to prevent overfitting by adding a penalty to the loss function that discourages large coefficients.
* **Residuals:** The differences between the observed (actual) values of the dependent variable and the values predicted by the regression model.
* **Ridge Regression:** A type of linear regression that uses L2 regularization to penalize large coefficients, shrinking them towards zero but typically not to zero.
* **Root Mean Squared Error (RMSE):** A regression evaluation metric that is the square root of the Mean Squared Error, providing error in the same units as the target variable.
* **Sequential Methods:** A category of ensemble learning where base learners are trained one after another, with each subsequent model attempting to improve upon the errors of the preceding ones.
* **Silhouette Score:** An evaluation metric for clustering algorithms that measures how similar a data point is to its own cluster compared to other clusters. Scores near 1 indicate good clustering.
* **Simple Linear Regression:** The most basic form of regression, modeling a linear relationship between one independent and one dependent variable.
* **Soft Clustering:** A type of clustering where data points can belong to multiple clusters simultaneously, with a probability indicating their degree of membership in each.
* **Stacking (Stacked Generalization):** An ensemble method (heterogeneous, parallel) that trains a new model (meta-learner) to combine the predictions from multiple diverse base models.
* **Support Vector Regression (SVR):** A type of regression algorithm based on Support Vector Machines (SVM) that aims to find a hyperplane with a maximum margin to predict continuous values.
* **Underfitting:** A phenomenon where a machine learning model is too simple to capture the underlying structure of the data, resulting in poor performance on both training and test datasets.
* **Variance:** Error in a machine learning model caused by the model being too sensitive to small changes in the training data, leading to overfitting. High variance means high error during testing and validation.
* **Weak Learners:** Base models in ensemble learning, particularly in Boosting, that perform only slightly better than random guessing but contribute to a strong overall model when combined.
* **XGBoost (Extreme Gradient Boosting):** An optimized and highly efficient implementation of Gradient Boosting that includes regularization to prevent overfitting and supports parallel processing.
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