**AI-Driven Exploration and Prediction of Company Registration Trends with Registrar of Companies (RoC)**

**TEAM LEADER**

**510521104304:EZHUMALAI P**

**PHASE-1:DOCUMENT SUBMISSION**

**![C:\Users\91814\Downloads\Untitled.jpg](data:image/jpeg;base64,/9j/4AAQSkZJRgABAQAAAQABAAD/2wCEAAoHCBYUFRgVFRUYGBgYGhgYGhgYGBgYGBgYGBgZGRgYGBgcIS4lHB4sHxgYJjgmKy8xNTU1GiQ7QDs0Py40NTEBDAwMEA8QHhISHjQrISs0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NDQ0NP/AABEIAK4BIQMBIgACEQEDEQH/xAAbAAABBQEBAAAAAAAAAAAAAAADAAIEBQYBB//EAEIQAAIBAgQCCAMFBwMBCQAAAAECAAMRBBIhMQVBBhMiMlFhcYGRocEUQlKx0TNigpKi4fAjctKzBxUWJDRDU7LC/8QAGQEAAwEBAQAAAAAAAAAAAAAAAAECAwQF/8QAIhEAAgICAgIDAQEAAAAAAAAAAAECEQMhEjFBUQQTYXEi/9oADAMBAAIRAxEAPwDx287FFKEKKcvHqIwGxRzLO0qeY2gK0NzToMvl6PvkzkabyC2HUGxlOLXZkssZdFeGjs0ndUkcKKRUPkvRAzRZpZDDpJOGwCObXEdMl5EimzGaDohwhsRWGnYUgsfpAY7CIminMZb9CuMDDVrP3HsD5HkY0qewcrjaPRsT0Xo1V0GRrd5dPiJSVOG18No4LpydfqOU3FIg2Km4MM9ZVU5+6ASb+EmeKM+x4s8odPRhsHxwJox95cpxlGHeHxmc4zwdsWDXwiBLE9htM6j7w8JjatSqjFKiMjDQic0sLjo7ceeM1aPRsTxVWNgZj+mPESqhF+9qYzgmIUuA1/eE4wlOrVNiDbSVhxrkZ/JzOMfwxBcxpczXngiE2Fo3E8CVVvpOvgzz18iJkMxivLmrhVHhIxRZLizVZE/BXZjOFjLPqFMdUwgAvDix/YipLTl5LYCN0k0XZGvOGTFQGMdQIUCaIsUPpFYRUVYCKHZIwgQoakDnIQrOWioLGRR+SKFBYOIzs5AZyEpwcJTggl0FdZJ4UvbW/jBPtFhnym8vpmLtxaN5xfjFPqxTXvW1tMbVwpbtAwX2kE63k7DVFOgMty5PZnDEsS0Qjg28Y37KfGWhFjb4SHiSym/3TbXw8opRSNIybBCgfGHoraPpHNbz0FuZ5D1h2w7IbMpU72YFTbxsYJLwD/SKFhqVLxhwg8J1U00jols3PQnj5UjD1WuD3GP/ANTNrxalnQoPvaexnjlIHQ7EfIz0nodxU4gZKh7aD+YeMv8ATB+jSUOHlUCqNgJTdIOBiqud6eq/e52mqRiNDtyMK6BhY6g6TKf+k0zaH+GmjxrGcJCA5F11tbeU9ThHU0s7uFcm4UnU+U9B6R4c0g2XQgEgj5TB1w+Ir0UqUio3uxuWkYIUr8mvysnJpeKspv8AvQqdzG4nixZbXMJxvhXV1WUbXla+EtNm5HNGEOwbV784IvHGlOdXINlQhVtHNiNN4w0ojThsdRBExt48pOZZBYg8Y7Xj8saVgCGxAztorQGIvG3nSsVoDRwtOAxERCIY+KKKMAc7FFEA2EpbwcJTghS6JLjSLD0s2+0c20PhhpNK2ZJ6Cog2y6Q6YVdxoZxaBP3vhO/ZWGzSkhN/oeoml+Ymj4N0NrYhQ7Wp02Fwzi7MD4J4HzI95d9GehS5EqYlyWNm6pRoBuA7HfzAt4XM3im4ynbw2mM83hG+P4/mRQcD4HhMCBkQZ/vO9mc+hPdHkLCX+JwtDEJldEdT+IA28wdwfMRLgqb3VkQjaxAMrMV0XdAXwdUod+rqlnQ+Sv30/qHlOdcm7OuXBKjPce6AWBfCkkb9W5uf4HO/o3xmIOGIJBBDAkEEWNxuCORnqeA6RdW4pYxDQfln1pvbmlQdlh8/GM45wzCYyqOqqqlbLc2sQ/gGsdSLctbeNp048jWpHFmxJ7geZ0qcsuGYlqFRaibruPEcxH1MGVYqRqpKn1BsfyjlpTqSPPlI9W4fjFqorqbhheTVNp5/0Q4l1b9U57D93ybw95us1plKNM2hK0VnH8H1gU/hOvmPCZ7F4FXZWAGZNjNjUXPKOpTCNqfLeOLojIrdnl/TmkyurjZhY+omReq09Q6c03NNWQGytdiDy1mBqU82hN77X5Hl+kJIcHraKcuY3MZJZLbwTIJnRumgRczmYxzLGxFqjmsVjDl8osDY7m3yH+ePlGGu34j8TASbBaxpvDde34j8TOscwvzG/mP7fXygVb8kcxTpnIizhMSmOIjRADriNEe+0YImJBLRTsUYwUU5FEByFp7wUJS3ggl0TQL2ElUUkdBbeSqJPIfGarsxekSkBEm4DCNWqJTXvOQBfYeJPkBc+0hIG8QJa9FNcXTGbUG5A32tr4bxzlxi2KEeUkj2GigRAt72FtY+gib8/Mn9YHE4YOlkqZG9AR7jf5yufg+KsctWkx8DnQH4BrTgPUr9NCcOD3DlYcxqPcc5CrcYbDsFrrlB0DjVG9D4+RsZR0OM1sKbYmg6Lf8AaA9ZSPnnXufxWl2vFqGIQhirowsVNiDfxEaJaf8AUHqtQxSFXCuh3B1HqPA+Y1mE4pwE4WoO91ZN0bmB4EjZhGuj4SqRTc5DqinW45g+n6S1xnHjXQIUA2uSb/DSdOKErtdHD8meOmm9oiU8F1hzpdlbmdWBO4fz3N+fxs3EcOKbiXvAnRdSB5x/Gq6G9gJ2L0eS3qzIOltRuNQfAibrgfEuvpAnvr2W9RzmOruPAST0dx/V1wpsFfs+/L9PeTONorHJpm+p7Srr3zWFgSMxYgE6kiwuDYaW9j7WlKAxlDa2UjXRhex52III9NpidlaKmrhEqrlYCzqwYAWBIJXMByv+YM8i6Q4H7PWemNhqPQz22nRFRcui1kHZIAAZQTYWH3dbeW/PXyLp8D9pOYZWygEHxF409CqmmZuugcZvY+vI+/0Mg1KZEn4dsoJIvfsgHnsSfbT3IjmcEdxf6v1iasabWiqVLy3o9HMSyqy4aswYZky0nYOPFbL2hqDccozDKC1sg/q/WbjF8WpgYat1bs+Hq0Xd8qK7U6YC9WMps+y2ZrGwHnDj6G8m6ejzqvwnELctQrLZwjFqbizsAyobjRiGUhdzmHjGUOE4h2Kph6zsGZCq03Zg6i7IQBowGpG4mtwnS2jTorh2oOyAM7Nms5rmutYMFvlKjJTW57VgfGHqdOqNVai1qNQGo2JDVEyFmp1aT0qbMpIBdUZVJvqEGt7zJtnSqMUeGVwaimhVBpDNUBptemtr3qC3ZFuZtD0+DYkZD9mr2qWFP/Se1S6lgE7PauoJ05AmbTB9MqACoMO7plp0nZ3s7UKdFqIBCnKzkVaxyt2RddyLhlDprRpMgNFlCDDq7oFL1Vo4Z6FnDPYWZ8ylbaXBHOGxWm6Mc3AsUXamuGrl1AZkFFyyqdiy5bgGx152lVN/hulWEpqtB6dapQSmiZHWkzVcr1agLtmBpFTVIUqTYE7zEpVH/wAaf1/8owukAIjBLBqot+zT+v8A5yPiKY0ZRZW5fhI7w19iPIwaFF2BfaMEIw0gxEykFinIows51c6KUXWQiVY9EtyAMtp2nFUa8JQXx2i8leCUlZ28APSTaVSw2vItOsg3MkVq2wGg3J52mi15MpLxRP4fhnxDpSpsqu75AzGwUWu7n0H5zWU8BQwFRFQ52QnPUBBDk5dR9dTvytrnej3EqeGrK7oXLUaop2I7Lt3CQTtYMCRqM0n1mWiVotqQCSxt2maxJtta99PCc2aTujp+PFdmtxvSylTsTe510Ghkdf8AtAphtLgHfQ3/ACmNxbkrlvddwLjSU1SnY6TGOzrlro9mo9OsMyd8HTUEHXysd552MVavUegerQu7KNgFJJAt4eEoMIuY5RvtLvAuiOha7IroW2syhgW08LX0nRDG330cebOo6XZoa9Ss1NA9JwCRldkYZmIPZRrdq++m9h4R9PD1FYI1N1Y7KUYMfRSLmW32wLjDXbFU3pVGqCkRWDCmzIwRmp7oFHZJtpm85I4TjFpCglfEI7iu7hhVFQIhoOvae9hdyLC86Iy4qkcOSPN3Ig0XcXCqxK3L2UnLbfN4W8/ONxYqBczI4X8RRguu3aItLWjxejkdlZVfEU3eqCQMjJRy5NebOzsPGRuL8bpopVGd3fDLSIDqaK5lAJsLkuLbS/sfow+mKV2UlRXLZMj5/wAGVs+1+7a+2vpIbhypdUbKpF3CsVU6WBa1gdR8RNbVqIvEhiOvoGkzEXFZCR/5dluy30GYWv5jxkbh+Lw60aWFetbrKLhyMppCpWsymo+bsumRRtpfz0Tmy1hRccH4qXRGZWBZRpY3a+zKOYNt5OqYsspZVYgbkAkDxueUpuBcWps+Fw7MnYw9B1dWUhai5hUpuQbagL6H1krFhnpJkcKEVw6Z8pJzEk5fvXEzb2bRVIlOW0Yq6kG4bKRb3InmHTtS+KFzcsLkn5k+QA+U9T4i4YsVII7Ooq5r6Afs+Wv5XnmHTvSobXzZVv8A7L6298v+XjjtEz00kY6o+ZtO6NF9PPzOp95oESjRogsEqVXVHCsKlkD9q2ll7pBvmJubWFtc2m82WGpqwXMF/Z0O8KZ/9pfxo3ytGi6or+HV1dypoU1vTqkFQ4YFKTupBLkbqOUnYs5aNyPjzBuD7HUS2wWDpKDWcKEQPZFFNXrHq3zopWmpy5CxLX09dqHpBxRqylmsOSouioo2VRyH6mUnRhlVtGQxlPK2mx1B8j4+fL1BkYiTiAV7V9+zbf8Ae9u7/l4EKni3wH6zJo6YypBME1o2oNS52X5se6vyJ9AYaiqeL/Bf1g+JgZUyXydrffPftX9stvL3ja0KLuVAuF4br6yoWy5ybuQTYAFmaw30B0lpjcTh0ZVo0qdRQq3djiLltb/eTy+6BvYSF0b/APUJ/H/03mywqHIutTuryxdthtZ7fDSJGktFK+Eo1Uo9k03qFlHVqXUnOEFw9S43Gx9pQBQHemWBW5UNsLqSFbyB/JjNfjRlam9ieqGJq9rODmpjOl89274Qa+Mwo3jl2KPQ6qpFwRYjQjwI3EGJO4h92/eyrn9eV/PLlv5+d5CEhouLtWOtFHXigAG0cFhNI9CIUDkR7Sbh22GT3j8NQF8x9h+sPcFtNhKUa2S5J6Himu5UfCAqa6+P5R9ep8NvjI7Pr/lh4ym10Sk+wnFrgoR91RfyJZiLj0ELW4u1ULn7ygDN422v5yPWxQZ7gXXKqkHnbf5ydiOChVV1dQrjMofNt5EDWZTSbs2xycVQNMYQNSIGtjfDU/ISO2FG2Zb/AMR+Ay/WJcLscwsTbnv8JCxqy5ZnVErhj5STzII+ep+nxlzhELsFBHM3JsAFBZifIAE+0oqZsfDlbwtylzwZ+2f9lb/o1J0xeqOScfJfUOH08mb7Qme/cs9svjmy2v5eUBWQo1jY6A3GxDAMCPYiaDC8PVgoVM6MoAy0bttdqprWvcC/ZBvm7GWw1z3EWIcA6Hq6V/Xq0uJojCSDM9xm9j68j7/QwbPAYap2su4bskev1vY+0cVH41/q/wCMZl06Y131nA9x5jecdAfvr/V+kahykvmDWGwv4gAm42BN4qK5KiZhsR1Lo34WBf8AIj2BPveepJTVlBABBFwbgXHjrynkuGpNUdUUZmY2A8SZ6d0ZFRaOWpSdcnZBYfd2XXxtb4SZUaQTRIVMv4dge8vP3nmvT6rlxINtkGnIgg6ehB+c9RqLc2VSxKg2A1tbWeY9P+HVQ/WtTZUFlzMLAlrkW8+98pKKq2Y90ynTUHVT4j9eR8wZeJxJLLarXQhERgiIVJRAtwetW+3hKakM6WOmXtAnzIBHvofbznRR/eX4wQ78MukxVJVLB6rHJURQyIou6Om/WGwu99B4yvq9pAPHnyA5k+VoyrR7A7S6+cseA4NKtahRY3WrUVHymxCEi4B5E/TzjsiVNqvZmsTUudNhoPQePmTc+8jzeU+AYRgXpU6mJYGgj4fDV+sFI1WrBqgrBLuoVKelrBnIJPLh6GoMRh0Var0X+1q9Vb5S1CriUp9sDKpIpJcc7m28xcrOlQpGLp7RBwbodm5nkw7rfMg+TGbqj0Xo9Y1Lqa2RcOtVcSXbJXZhQJKDJlCjrGFgx21h6vRDDfaXojD1iQSlPXFim7Grl/1av2bsdkXBXMlybtYXjbBQPO+HYnqaquVvkLArfKTdWUi9jY6nkZYYKtgz30xC+BSpRf4hqa/nIGLw5zsCVVlZlYFr6qctww721r87X5xi4X99P5v7Rq/A3Xk0fE8bQGHK0WJ7ORVbMXs9Rajs3YVAOwq2BPeMzWFUAl2FwutvxMe6v1PkDDNhNO+n839oCu40RTcLuRsWNrn02A9POD9sUdqkMquTck3JNyfEnnBCOaNWSy10FtFFFAAOaFw65j5QUlYfRT5wQ30T82VfWADwXW3A8tJwG8tyszUaE7+J0/OLEYp3C5muEQU0FgLIpJAFgL6sxudTcwBFiSdhNVQ6DYioVy1KJLikSL1R1YrUWrJmvTsboh0TNY2mbZokZigBudh8/ASRQ4m6ArfMjG5U2K38bG4lriujDU0ZnrUaaqxQFxiVZ3CLUZUQ0c+iuurKB2hrH4foXiHrVaCvSzUmpKxLPlJrIzplOW5FlN7ga23hdBSfZWYTG01cu6M4tYLcAA89ddI7F8SVwVSkEUsG1OY3UED8/wAo/hfR2pXo1MQrIqUzZs7MGYABqhRVU3CIwZudtgTpLP8A8GViQtOpQqsVoOFRqt8uJemtFu3TUWPWA76ANe2xLCkU1Q5gH57N68m9x8wfGT+CuA+pAulRbkgC7UnVbk6DUgXMnYTopWYFqT0a6FKr5qTOQ/VPTR0QMik1A1SmVFrNfQnYo9Fq6U2rMyZVyWy9axcvRSuoGWmQOzUUXYqC1wCbXlpmbVKjRJjURQaTIrrlZTmwgAYWubh77XHnInSfiNKu6Oi5ahX/AFcpVkL2FihBNzvf0G+5zQov+B/5T+kLSoPftKwG5JU2AG5mpztpLsmI+Vc3Nrgen3j9Pj4QWeG4Zhjia6UVITOcqkgkKFUtsNTovxMsMd0bemqkupV3oIt0dG/18+UurAFCOra4PiDzg5roUYOrKjrIlqWN9/LkQdCD6i4ls3Rl/tNPDZ1zVOuswViB1L1kbsjUk9S1rfiE5X6OMtOrUztak2Ur1FcPm6tal3QrekpDgBmsCb8ouaKeMrablGsCdLMjXsbX0NxsQRb1E2fRjpJiKtdaVWqCjAjtZFAI1DE6Zjy1POYdLsLDvLdl8/xL7gX9R5wtIuLOoYEEEaHQg3HzlVZCdHtdajYqy1FJFh2SoYcswsx+E8h6fcXq1sQ9NqhdENlGgANtTZQAT5z1XD8QR8KuIy27GYi2oIGo+M8Nxjlqj1GBuWJF+bE3+X0mdaNE1egb6AJ7t6+Ht9TG2jFhqYuYFpUOxDaKJynUOUi5B3BBsQRsb8v7xuIPatGLzHjHZLWiEHZD2SynUGxKmx3Bty8p1MS4GUO4UbKGYKPQXtDVaRYZgLnY/Q/54ecEMO34T8DIcWaKaoLRrPlyh2Ci9lDEAX1Nhew1jKmKqFv2j6gg9ttuYOu0k4fCtbun4GBxlPLod2+Q/v8ATzjcdExmuVIr3PhsNBEm86FhFSRRrZxtoGSag0kcCDQRYmnAIQiNAgNMdFH2ijFZGEkUm0tI0IjRFNBEa2869SCYxsVhQ5mvvNPh+m+KUoSUcU+r6tWDlaeSgcP2AGFsyN2hsSAdDMtOgxDNTT6ZV1uy06G7MoKuerd6fVM6EvmBZAAQSR2RpOp04xCsrhKIcNTZ3FMhqzU6bU060htbKx7uXXWZ/CU8xse7zg6tPK1vD5+crjqyVJXRoaXTDEIoSmlGlSGfNRRGFOp1iBHzqzEt2QOYgcP0oxCHMhRW6vDUwwU3C4VkakRc2vemua+h10EpzqIMLrCh2aM9JazKVVKVJApASirIFZqtKsXQ5iQ5ehT1voFNgIZumGIdqzFKPWV0yPUCMHKdWtMqAGyd1eamxJtblQV9LIOXe825/Db4+M0/RPh1Dqq2KxKF0pFAihiudye4QNxql9dAecdGd3sphRfLnytlvlzWOXNa+XNte2to6hUKm/y8QdCD5EaTeU+M1zhjXGGofZw+XqepOTJsXzbaN2b+PKVHSTA0DRpYnDIUSoXV1LFsjixCAHYaMR5chNEYNJopcNiXw9VKlM2Ze0jEA6MCuoOl7Ej1EnYfpDXW2qPYUx26aPc0bik5zA3dQxAfe1gb2ErqIzrl5jVf/wBL7gX9R5xqCNxTCM2tFtT6R4gFGPVs6Z8rvSRns5cuC5FyCaj3H70AnGaihwiUENRWQslCkjBGUKyKyrdQQNbeJPOQ8sclK5/M+A5mHBA5ujidkX5nQenM/T4xiuVP7rfIx9TU+Ww8hE1O4tLIXtl1Q48aeDq4Y3u5GQ+APfHy+cyL6m0sUuylT3ht5jlIaU977yJbLjSOKsPhl1jAssuG8Nq1binTdyRpZdL+p0iqirKhjdjHWl0/RDHIe1hav8Khx8UJkepwXEr3sPVHrTf9IlQMpqhttGqx8ZKxOFZe8jL/ALlI/OAVYxWiXhibbyFjV1llhk0kXGU9ZUlozg1yK0LCokf1cNSpyVE3lIj1U0kcLLOtS0kUUopR2EZ6AMsaFkl0jAklopSG5YpIyzkKFZVzoMUUg3O3inI4CKgGx6Lc2iKwlAaiUkS5aLvqQtLT4yoqVjfl7gH8xNE1HNT9pn62HIuZrNV0c2KSbdjVrHy/lX9IVMQQQdP5VH0kdVj1WZps3kkEZLHyOo9Ju+j6PjOH1sKi9uiyVEsAM4Ja6s3Nu9a/kOUxtFMy25jUfUf54ecNhKz0zmRmUixupKnTUaiXRny8Gpw+PdcCcHZhU6wjJkObIbNba98xfTeTuKI+DwFPDuLPXd3cFQcq2UBQTs3cOmo1EiUum+J6vIWGe+lXKmcLa2W2W2+t95S1q71Dd3ZzcntMWNzudZSRlKVA8Mlu1+HX35D/ADzj1c+C/wAq/pCMlrL4b+Z/ttHKkujG09s4HPgv8q/pEzEi2nsAPyEJ1cdkjFoZh8C7myI7n91Wb8hLvB9DMW2ppZB4uyr8t/lAYLpBXoJkRyFGw0095yv0lrt3qjfEyJcvBtHi+2XNPoAFIatikS3JBmPxNhJK8E4VSN3d6zeGay/BP1mPfiLOGbVgtsxLbXNhod5EbFM/3rD93f3mUuXk2jwfR6GnG8JR0w+Cpj95gL/Egn5yvfpFUzMUITMbkZmaxsB2QxIUabCwmKcvydiPW8GiKdLayabNLijbr0lxAN+tPyh26b1171Rfgo/KYFqDDa8VEPe5FxzvBQsl5UuzfHpoz6MUb1t9YVOki86NJvVFP5iYcYcNrI7s6G0FFg5JeDfvxnDt3sLR9kT6CNr4rh5OuEpN5hMv6GYL7VU8bToztux/KPjL2K4+jalOGNvhAP8Aazj8mjW4dw07UKi+jv8AUzL4TDKt2dypHnqfaGXHOx3AHkJUYSfTIyZIRW0X78H4c2n+sv8AF+olbjeDcNQEjEVlaxsOwxv6ZZBxWYr3j8TKtcPrNPrl5Zgs8X0iA9ODFOXD4XSCGFlOALKiD1c7LH7NFDgL7UZG0WWHCR4pzmo9DkRgseqQ4pwqUZSiQ5kfq4WhT1knqYWjR1EtRMpT0Wweye0qKr3uLS8al2PaVLUZrJHNjktlcKcKlOSloQyUJkom7yEegljeTVRD90+x09tI+nh5ISjNIxMZTQJKafhP8w/SS0VRqAb8rm9vPadWjDpSlpGMpEZaUKlOS1pQi0Y6IcyKtOONPSTRRjhShRPMosRTMhtSM0lTC3kV8L5ROJSylCaMfTplTpLY4WNbDSeJf3AaAG9r+Ih2wivqNDOLRI1EmUdfI/nJcK6NI509MiU6ZHZYf3nauBDDSWq0Q+hEeuGy89JPEvnf8KehQKCxEe2Hz8tZeVaIC6jSQXqBe6IKNjlkUVTZXJg7m0fXwuXaTlu2pFuQt5TrpN4wS7OHJ8iTdJ6Kf7NHpSIll1UQpSqM/tITppBJS1lm1KDWjChLIRHTSBCSyelB9TChqZEyxSZ1MUKHzMUmHhVw8vEwIhBgxMljO6XySiXDSRTwstxhBJVDCCUoUYy+TophhYWjhdRLxsKI6lhxeVxMXndAThex7StbC6zWNRGWVjYcXjoyjmaKUYWPTCy3GHEeuHEXE0ebRXU8NDrhpYpQEMlER0ZvKVq4eFWhLFaAjxShRLyEBaMKtKTFpxwpwolzIopR4oyWqRwpxi5EE0YNsPLPJGmnAXMqWw0G+GlyaUY1EQFzZSnDRChLU0pw0oUH2MhoDHuxMkinO9TFwRa+RJaIT3ItAihcyzFGEWgBBRRMszZESnYWiZJM6ucNOWZciD1U6KUmdXOinAORCNKNFGTzTnFpwDmyE9GD6mWbU4zqohqRB6mdk/q4oBzZ/9k=)**

**OBJECTIVIE:**

The problem is to perform an AI-driven exploration and predictive analysis on the master details of companies registered with the Registrar of Companies (RoC). The objective is to uncover hidden patterns, gain insights into the company landscape, and forecast future registration trends.

**PHASE-1: Problem Definition and Design Thinking**

Data Source: Utilize the dataset containing information about registered companies, including columns like company name, status, class, category, registration date, authorized capital, paid-up capital, and more.

**Dataset Link:** [**https://tn.data.gov.in/resource/company-master-data-tamil-nadu-upto-28th-february-2019**](https://tn.data.gov.in/resource/company-master-data-tamil-nadu-upto-28th-february-2019)

**1.Data Source;**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| F00643 | HOCHTIEFF AG, | NAEF | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F00721 | SUMITOMO CORPORATION (SUMITOMO SHOJI KAISHA LIMITED) | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F00892 | SRILANKAN AIRLINES LIMITED | ACTV | NA | NA | NA | 1/3/1982 | Tamil Nadu | 0 |
| F01208 | CALTEX INDIA LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01218 | GE HEALTHCARE BIO-SCIENCES LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01265 | CAIRN ENERGY INDIA PTY. LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01269 | TORIELLI S.R.L | ACTV | NA | NA | NA | 5/9/1995 | Tamil Nadu | 0 |
| F01311 | HARDY EXPLORATION & PRODUCTION (INDIA) INC.. | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01314 | HOCHTIOF AKTIENGESELLSHARFF VORM GFBR HELFMANN | ACTV | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F01412 | EPSON SINGAPORE PVT LTD | ACTV | NA | NA | NA | 25-04-1997 | Tamil Nadu | 0 |
| F01426 | CARGOLUX AIRLINES INTERNATIONAL S A | ACTV | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F01468 | CHO HEUNG ELECTRIC INDUSTRIAL COMPANY LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01543 | NYCOMED ASIA PACIFIC PTE LIMITED | ACTV | NA | NA | NA | 27-10-1998 | Tamil Nadu | 0 |
| F01544 | CHERRINGTON ASIA LTD | ACTV | NA | NA | NA | 1/5/2000 | Tamil Nadu | 0 |
| F01563 | SHIMADZU ASIA PACIFIC PTE LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
|  | | |  | | | | | |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| F01565 | CORK INTERNATIONAL PTY LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01566 | ERBIS ENGG COMPANY LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01589 | RALF SCHNEIDER HOLDING GMBH | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01593 | MITRAJAYA TRADING PRIVATE LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01618 | HEAT AND CONTROL PTY LIMITED | ACTV | NA | NA | NA | 13-07-1999 | Tamil Nadu | 0 |
| F01628 | DIREX SYSTEMS LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01641 | NMB-MINEBEA THAI LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01643 | ARROW INTERNATIONAL INC | ACTV | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F01694 | GAMBRO CHINA LTD | ACTV | NA | NA | NA | 14-06-2000 | Tamil Nadu | 0 |
|  |  |  |  |  |  |  |  |  |
| F01703 | OBARA CORPORATION | NAEF | NA | NA | NA | 17-07-2000 | Tamil Nadu | 0 |
| F01752 | CIPTA WAWASON MAJU ENGINEERING SDM BHD | ACTV | NA | NA | NA | 24-01-2001 | Tamil Nadu | 0 |
| F01753 | AUCHAN INTERNATIONAL S.A. | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01767 | TOSHIBA PLANT SYSTEMS AND SERVICES CORPORATION | NAEF | NA | NA | NA | 8/3/2001 | Tamil Nadu | 0 |
| F01768 | YAMAZEN CORPORATION | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01770 | OWL INTERNATIONAL PTE LTD | ACTV | NA | NA | NA | 22-03-2001 | Tamil Nadu | 0 |
| F01826 | LEXMARK INTERNATIONAL (SINGAPORE) PTE LIMITED | ACTV | NA | NA | NA | 16-08-2001 | Tamil Nadu | 0 |
| F01830 | FLUID ENERGY CONTROLS INC. | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F01861 | WATCH GUARD TECHNOLOGIES INC | ACTV | NA | NA | NA | 21-11-2001 | Tamil Nadu | 0 |
| F01878 | SINAR JERUIH SDN BHD | ACTV | NA | NA | NA | 24-12-2001 | Tamil Nadu | 0 |
| F01918 | SIPLEC INTERNATIONAL LIMITED | ACTV | NA | NA | NA | 23-09-1995 | Tamil Nadu | 0 |
| F01935 | INTELSAT GLOBAL SERVICES CORPORATION | ACTV | NA | NA | NA | 20-05-2005 | Tamil Nadu | 0 |
| F01940 | PGS GEOPHYSICAL A.S | ACTV | NA | NA | NA | 27-05-2002 | Tamil Nadu | 0 |
| F01987 | SEVERN GLOCON LIMITED | ACTV | NA | NA | NA | 29-08-2002 | Tamil Nadu | 0 |
| F02028 | LAGERWEY WINDTURBINE B V | ACTV | NA | NA | NA | 24-10-2002 | Tamil Nadu | 0 |
| F02061 | SOCAM MANAGEMENT SERVICES SINGAPORE PTELIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02098 | JAN DE NUL NV | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02104 | BUCKMAN LABORATORIES (ASIA) PTE. LIMITED | ACTV | NA | NA | NA | 5/2/2003 | Tamil Nadu | 0 |
|  |  |  |  |  |  |  |  |  |
| F02110 | ZWICK ASIA PTE LIMITED | ACTV | NA | NA | NA | 13-02-2002 | Tamil Nadu | 0 |
| F02122 | INVE THAILAND LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02126 | SUNLEY FASHIONS FAR EAST LIMITED | ACTV | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F02143 | ROTHE ERDE GMBH | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
|  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |
| F02157 | RANGASWAMY AND ASSOCIATES INC | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02189 | EASTMAN FILMS INC | ACTV | NA | NA | NA | 18-08-2003 | Tamil Nadu | 0 |
| F02222 | XAMBALA INCORPORATED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02235 | DAINTEE LIMITED | ACTV | NA | NA | NA | ######## | Tamil Nadu | 0 |
| F02253 | COLUMBIA SPORTSWEAR COMPANY | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
|  |  |  |  |  |  |  |  |  |
| F02261 | KISTLER INSTRUMENTS PTE LIMITED | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02262 | AJINOMOTO CO INC | NAEF | NA | NA | NA | 21-01-2004 | Tamil Nadu | 0 |
| F02297 | DANKOTUWA PROCELAIN LIMITED | ACTV | NA | NA | NA | 15-04-2004 | Tamil Nadu | 0 |
| F02337 | PUNCAK NAGA HOLDINGS BERHAD | ACTV | NA | NA | NA | 26-07-2004 | Tamil Nadu | 0 |
| F02339 | SIGMA CORPORATION | NAEF | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02372 | CARGO COMMUNITY NETWORK PTE LTD | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02378 | HETTIGODA DISTRIBUTORS PRIVATE LIMITED | ACTV | NA | NA | NA | 17-09-2004 | Tamil Nadu | 0 |
| F02394 | PROPLUS SYSTEMS INC | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |
| F02418 | DEUTSCHE WOOLWORTH SOURCING HK LIMITED | ACTV | NA | NA | NA | NA | Tamil Nadu | 0 |

**2.Data Preprocessing:**

Cleaning and preprocessing data is a crucial step in the data preparation process before you can use it for machine learning or analysis. Below are the steps you can follow to clean and preprocess your data, including handling missing values and converting categorical features into numerical representations.

1. **Import Libraries**

Start by importing the necessary Python libraries for data manipulation and preprocessing, such as Pandas, NumPy, and Scikit-Learn.

python

import pandas as pd

import numpy as np

from sklearn.preprocessing import LabelEncoder, OneHotEncoder

from sklearn.impute import SimpleImputer

**2. Load Your Dataset** Load your dataset into a Pandas DataFrame. Replace 'your\_data.csv' with the actual file path or URL of your dataset.

python

data = pd.read\_csv('your\_data.csv')

**3. Handling Missing Values** Deal with missing values in your dataset. Depending on the nature of the data, you can choose one of the following methods:

* **Imputation with Mean/Median/Mode**: Fill missing values with the mean, median, or mode of the respective column.

python

imputer = SimpleImputer(strategy='mean') # You can also use 'median' or 'most\_frequent'

data['column\_name'] = imputer.fit\_transform(data[['column\_name']])

* **Dropping Rows**: Remove rows with missing values if the number of missing values is small and doesn't significantly affect your dataset.

python

data.dropna(inplace=True)

**4. Handling Categorical Features**

If your dataset contains categorical features, you need to convert them into numerical representations. This can be done in several ways:

* **Label Encoding**: Use label encoding to convert categorical variables into ordinal integers. This is suitable when there is an ordinal relationship between categories.

python

label\_encoder = LabelEncoder()

data['categorical\_column'] = label\_encoder.fit\_transform(data['categorical\_column'])

* **One-Hot Encoding**: Use one-hot encoding to convert categorical variables into binary columns. Each category becomes a new binary column with 0s and 1s.

python

one\_hot\_encoder = OneHotEncoder()

encoded\_categories = one\_hot\_encoder.fit\_transform(data[['categorical\_column']]).toarray()

encoded\_df = pd.DataFrame(encoded\_categories, columns=one\_hot\_encoder.get\_feature\_names(['categorical\_column']))

data = pd.concat([data, encoded\_df], axis=1)

data.drop(['categorical\_column'], axis=1, inplace=True)

**5. Standardization or Normalization (if necessary)**

Depending on your machine learning algorithm, you might want to standardize or normalize your numerical features to have a consistent scale. You can use techniques like Min-Max scaling or StandardScaler from Scikit-Learn.

python

from sklearn.preprocessing import StandardScaler, MinMaxScaler

scaler = StandardScaler() # or MinMaxScaler

data[['numerical\_column1', 'numerical\_column2']] = scaler.fit\_transform(data[['numerical\_column1', 'numerical\_column2']])

**6. Save Processed Data (Optional)**

If you want to save your cleaned and preprocessed data for future use, you can use the to\_csv method in Pandas or other appropriate file formats.

python

data.to\_csv('preprocessed\_data.csv', index=False)

By following these steps, you can clean and preprocess your data, handle missing values, and convert categorical features into numerical representations suitable for machine learning or analysis. Make sure to customize these steps according to your specific dataset and requirements.

**3.Exploratory Data Analysis:**

Exploratory Data Analysis (EDA) is a crucial step in understanding your data and extracting valuable insights from it. In this example, we'll assume you have a dataset containing information about registered companies. Here's how you can perform EDA to understand the distribution, relationships, and unique characteristics of these companies:

**1. Import Libraries** Start by importing the necessary Python libraries for data analysis and visualization.

python

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

import seaborn as sns

**2. Load Your Dataset** Load your dataset into a Pandas DataFrame if you haven't already (you can reuse the data DataFrame from the previous example).

python

data = pd.read\_csv('your\_data.csv')

**3. Basic Data Exploration**

* **Preview Data**: Use data.head() to display the first few rows of your dataset to get an initial sense of the data's structure.

python

print(data.head())

* **Summary Statistics**: Get summary statistics for numerical columns to understand central tendencies and spreads.

python

print(data.describe())

**4. Data Visualization**

* **Histograms**: Create histograms to visualize the distribution of numerical variables.

python

data['numerical\_column'].plot(kind='hist', bins=20, edgecolor='k')

plt.xlabel('Numerical Column')

plt.ylabel('Frequency')

plt.title('Histogram of Numerical Column')

plt.show()

* **Box Plots**: Use box plots to identify outliers and understand the distribution of numerical variables.

python

sns.boxplot(x='categorical\_column', y='numerical\_column', data=data)

plt.xlabel('Categorical Column')

plt.ylabel('Numerical Column')

plt.title('Box Plot of Numerical Column by Category')

plt.xticks(rotation=90)

plt.show()

* **Count Plots**: Create count plots to visualize the distribution of categorical variables.

python

sns.countplot(x='categorical\_column', data=data)

plt.xlabel('Categorical Column')

plt.ylabel('Count')

plt.title('Count Plot of Categorical Column')

plt.xticks(rotation=90)

plt.show()

**5. Relationships and Correlations**

* **Correlation Matrix**: Compute and visualize the correlation between numerical variables.

python

correlation\_matrix = data.corr()

sns.heatmap(correlation\_matrix, annot=True, cmap='coolwarm', linewidths=0.5)

plt.title('Correlation Matrix')

plt.show()

* **Pairplots**: Create pairplots to visualize pairwise relationships between numerical variables.

python

sns.pairplot(data, hue='categorical\_column')

plt.suptitle('Pairplot of Numerical Variables')

plt.show()

**6. Unique Characteristics**

* **Unique Values**: Explore the unique values in categorical columns to identify unique characteristics.

python

unique\_values = data['categorical\_column'].unique()

print("Unique Values in Categorical Column:", unique\_values)

* **Value Counts**: Get the count of each unique value in a categorical column.

python

value\_counts = data['categorical\_column'].value\_counts()

print("Value Counts:\n", value\_counts)

These are some common EDA techniques to get a better understanding of your data. You can customize and expand your analysis based on the specific questions you want to answer and the characteristics of your

**4.Feature engineering:**

Feature engineering involves creating new features or transforming existing ones to improve the performance of predictive models. The goal is to provide the model with more relevant and informative input data. Here are some techniques and examples for feature engineering:

**1. Encoding Categorical Variables:**

* We've discussed this in the data preprocessing section. You can use techniques like one-hot encoding or label encoding to convert categorical variables into numerical representations.

**2. Date and Time Features:**

* Extract meaningful information from date and time variables such as year, month, day, day of the week, or time of day. These can be useful in time-series analysis or when time-related patterns matter.

python

data['year'] = data['date'].dt.year

data['month'] = data['date'].dt.month

data['day\_of\_week'] = data['date'].dt.dayofweek

**3. Aggregation and Summary Statistics:**

* Create new features by aggregating or summarizing existing ones. For example, calculate the mean, sum, or standard deviation of numerical variables for each category in a categorical column.

python

# Calculate the mean of a numerical column for each category in a categorical column

mean\_by\_category = data.groupby('categorical\_column')['numerical\_column'].mean()

data['mean\_numerical\_by\_category'] = data['categorical\_column'].map(mean\_by\_category)

**4. Interaction Features:**

* Create new features by combining existing ones to capture interactions or relationships between them. This can be useful in cases where the interaction has predictive power.

python

data['interaction\_feature'] = data['feature1'] \* data['feature2']

**5. Polynomial Features:**

* Create polynomial features to capture non-linear relationships in the data. This is particularly useful in polynomial regression or when you suspect that higher-order terms are significant.

python

from sklearn.preprocessing import PolynomialFeatures

poly = PolynomialFeatures(degree=2)

X\_poly = poly

**5.Predictive Modelling:**

To develop predictive models for future company registrations, you can follow these steps:

**\*\*1. Data Preparation:\*\***

**- Ensure your dataset is** cleaned, preprocessed, and contains the relevant features as discussed earlier.

- Split your data into training and testing sets to evaluate the model's performance.

```python

from sklearn.model\_selection import train\_test\_split

X = data.drop('target\_variable', axis=1)

y = data['target\_variable']

X\_train, X\_test, y\_train, y\_test = train\_test\_split(X, y, test\_size=0.2, random\_state=42)

```

2. **Model Selection:\*\***

- Choose appropriate machine learning algorithms based on the nature of your problem. Common choices for predictive modeling include:

- \*\*Linear Regression\*\*: For regression tasks when the target variable is continuous.

- \*\*Logistic Regression\*\*: For binary classification tasks.

- \*\*Random Forest\*\*, \*\*Gradient Boosting\*\*, \*\*XGBoost\*\*: For both regression and classification tasks, and they often perform well.

- \*\*Neural Networks\*\*: For complex problems with large datasets.

- \*\*Support Vector Machines (SVM)\*\*: For classification and regression tasks, especially when dealing with high-dimensional data.

\*\*3. Model Training:\*\*

- Train your chosen machine learning models using the training data.

```python

from sklearn.ensemble import RandomForestClassifier # Replace with the appropriate model

model = RandomForestClassifier() # Initialize the model

model.fit(X\_train, y\_train) # Train the model

```

\*\*4. Model Evaluation:\*\*

- Assess the model's performance using appropriate evaluation metrics. For classification, common metrics include accuracy, precision, recall, F1-score, and ROC-AUC. For regression, you can use metrics like mean squared error (MSE), R-squared, and mean absolute error (MAE).

```python

from sklearn.metrics import accuracy\_score, classification\_report, mean\_squared\_error

# For classification

y\_pred = model.predict(X\_test)

accuracy = accuracy\_score(y\_test, y\_pred)

report = classification\_report(y\_test, y\_pred)

# For regression

y\_pred = model.predict(X\_test)

mse = mean\_squared\_error(y\_test, y\_pred)

```

\*\*5. Hyperparameter Tuning:\*\*

- Optimize your model's hyperparameters to improve its performance. You can use techniques like Grid Search or Random Search.

```python

from sklearn.model\_selection import GridSearchCV

param\_grid = {'n\_estimators': [100, 200, 300], 'max\_depth': [None, 10, 20]}

grid\_search = GridSearchCV(RandomForestClassifier(), param\_grid, cv=5)

grid\_search.fit(X\_train, y\_train)

best\_params = grid\_search.best\_params\_

**6.Model evaluation:**

Model evaluation is a crucial step in assessing the performance of your predictive models. The choice of evaluation metrics depends on the nature of the problem you are trying to solve (classification, regression, etc.). Below, I'll provide examples of how to evaluate predictive models using common metrics for classification and regression tasks:

**Classification Metrics:**

1. **Accuracy:** It measures the proportion of correctly predicted instances out of the total instances.

python

from sklearn.metrics import accuracy\_score

y\_true = [0, 1, 1, 0, 1]

y\_pred = [0, 1, 0, 0, 1]

accuracy = accuracy\_score(y\_true, y\_pred)

print("Accuracy:", accuracy)

1. **Precision:** It measures the proportion of true positive predictions among all positive predictions.

python

from sklearn.metrics import precision\_score

precision = precision\_score(y\_true, y\_pred)

print("Precision:", precision)

1. **Recall (Sensitivity or True Positive Rate):** It measures the proportion of true positives correctly predicted among all actual positives.

python

from sklearn.metrics import recall\_score

recall = recall\_score(y\_true, y\_pred)

print("Recall:", recall)

1. **F1-Score:** It is the harmonic mean of precision and recall and is useful when you want to balance precision and recall.

python

from sklearn.metrics import f1\_score

f1 = f1\_score(y\_true, y\_pred)

print("F1-Score:", f1)

1. **Confusion Matrix:** It provides a detailed breakdown of the model's predictions, including true positives, true negatives, false positives, and false negatives.

python

from sklearn.metrics import confusion\_matrix

conf\_matrix = confusion\_matrix(y\_true, y\_pred)

print("Confusion Matrix:\n", conf\_matrix)

1. **Receiver Operating Characteristic (ROC) Curve and Area Under the Curve (AUC):** Useful for binary classification problems with a probability score.

python

from sklearn.metrics import roc\_curve, roc\_auc\_score

y\_probs = model.predict\_proba(X\_test)[:, 1]

fpr, tpr, thresholds = roc\_curve(y\_true, y\_probs)

roc\_auc = roc\_auc\_score(y\_true, y\_probs)

# Plot ROC Curve

plt.figure(figsize=(8, 6))

plt.plot(fpr, tpr, label='ROC curve (area = {:.2f})'.format(roc\_auc))

plt.plot([0, 1], [0, 1], 'k--')

plt.xlim([0.0, 1.0])

plt.ylim([0.0, 1.05])

plt.xlabel('False Positive Rate')

plt.ylabel('True Positive Rate')

plt.title('Receiver Operating Characteristic (ROC)')

plt.legend(loc='lower right')

plt.show()

**Regression Metrics:**

1. **Mean Absolute Error (MAE):** It measures the average absolute difference between predicted and actual values.

python

from sklearn.metrics import mean\_absolute\_error

y\_true = [3.0, 4.5, 2.0, 5.1, 6.3]

y\_pred = [2.8, 4.2, 2.2, 5.0, 6.0]

mae = mean\_absolute\_error(y\_true, y\_pred)

print("MAE:", mae)

1. **Mean Squared Error (MSE):** It measures the average of the squared differences between predicted and actual values.

python

from sklearn.metrics import mean\_squared\_error

mse = mean\_squared\_error(y\_true, y\_pred)

print("MSE:", mse)

1. **Root Mean Squared Error (RMSE):** It is the square root of MSE and provides the error in the same units as the target variable.

python

import numpy as np

rmse = np.sqrt(mse)

print("RMSE:", rmse)

1. **R-squared (R2):** It measures the proportion of the variance in the dependent variable that is predictable from the independent variables.

python

from sklearn.metrics import r2\_score

r2 = r2\_score(y\_true, y\_pred)

print("R-squared:", r2)

When evaluating predictive models, choose the evaluation metrics that are most relevant to your specific problem and consider the trade-offs between them. It's often a good practice to use a combination of metrics to get a comprehensive view of the model's performance.