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***Abstract--*Alzheimer's disease (AD), a type of neurodegenerative disorder, has seen an increase in cases over the past decade, necessitating the construction of a comprehensive early detection method. Existing methods are typically invasive and costly, so our research concentrates on blood gene expression as a possible biomarker. The high dimensionality of the gene expression data and the small sample size complicate blood gene expression data analysis. Our novel approach attempts to address these issues by identifying a suitable feature selection method to reduce the dimension size from 12454 to 1258 and validating them with 5-fold cross validation. GAN based synthetic data modelling is used to address the issue of a small sample size. The classification of the resulting dataset using DNN yielded an accuracy of 91% and with precision of 95% in identifying AD samples.  Feature selection along with synthetic data modelling significantly enhanced the precision of early detection of AD using blood gene expression.**
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I. INTRODUCTION

Alzheimer's disease (AD) is a progressive neurodegenerative disorder characterized by the gradual loss of cognitive function and memory. It is the most common cause of dementia among older adults. Especially in India the cases are expected to grow to 11,422,692 by 2050 from 3,848,118 measured in 2019 according to Lancet report as of July 2022 [1]. The disease is caused by the accumulation of amyloid plaques and tau tangles in the brain, leading to the death of nerve cells and the disruption of communication between brain cells. As the disease progresses, individuals may have trouble with everyday tasks, behavioral changes, and eventually, complete dependence on caregivers. Despite intense research efforts, there is currently no cure for AD and available treatments only offer temporary symptom relief. Early detection and diagnosis of AD is crucial for the planning of appropriate care and support for individuals and their families, as well as for the development of disease-modifying therapies. However, current diagnostic methods for AD often involve invasive and expensive procedures, such as brain imaging or lumbar punctures. In recent years, there has been increasing interest in the use of blood-based biomarkers, such as gene expression patterns, as a less invasive and more cost-effective approach for the early detection of AD. The identification of specific gene expression patterns in the blood that are associated with AD may enable the development of simple and reliable diagnostic tools that can be used in a clinical setting.

Gene expression refers to the process by which the genetic information contained in DNA is used to synthesize the various proteins and other molecules that perform specific functions within cells. This process is regulated by a complex network of signaling pathways that control which genes are turned on or off in each cell at a given time. The measurement of gene expression, or transcriptomics, allows scientists to understand how cells respond to different stimuli and how they differ from one another. By analyzing gene expression data, researchers can gain insights into the underlying mechanisms of biological processes and diseases, such as cancer or Alzheimer's disease. Gene expression data can be obtained from a variety of sources, including tissues, cells, and biofluids such as blood. The use of blood-based gene expression data has the advantage of being non-invasive and easily accessible, making it a promising tool for the diagnosis and monitoring of diseases. In recent years, there has been growing interest in the use of gene expression data for the early detection and treatment of a wide range of conditions, including cancer, cardiovascular disease, and neurological disorders. The major problem that we must address while use blood gene expression data is the High Dimensionality of the dataset, since blood tissue can be used to extract around 10,000-30,000 genes on average and each of these genes might have 1-3 gene probes. DNA probes are usually single-stranded DNA molecules that are labeled with a detectable molecule, such as a fluorescent dye or a radioactive isotope. They are designed to bind to a complementary DNA sequence and are often used to detect the presence of specific genes or to analyze DNA modifications, such as methylation. RNA probes are like DNA probes, but they are designed to bind to complementary RNA sequences. They are often used to detect the presence and abundance of specific RNA molecules, such as mRNA or non-coding RNA. Protein probes are molecules that are designed to specifically bind to and detect the presence of a particular protein. They can be antibodies, small molecules, or other types of protein-binding molecules and are often used to analyze protein expression, localization, and function.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Study** | **Dataset Used** | **Feature Selection Alg.** | **No. of Genes** | **Classification Alg.** | **Performance** |
| Lee, T et al. | GSE3060  GSE3061 | SAM | 697 | SVM | AUC: 87.4% |
| H. M. AL-Bermany et al. | GSE3060  GSE3061 | ANOVA + k-means | 2500 | CNN | ACC: 92.9% |
| Kalkan H et al. | GSE63060  GSE63061  GSE140829 | LASSO | 488 | CNN | ACC: 84.2%  AUC: 87.5% |
| El-Gawady, A et al. | GSE33000  GSE44770  GSE44768  GSE44771 | χ2, ANOVA, MI | 30 | SVM | ACC: 97.5%  AUC: 97.2% |
| S. Perera et al. | GSE5281 | PCA, RF, ETC | 14 | SVM | ACC: 93.9% |
| **Table 1:** Summary of some of the notable studies conducted on detection of AD using various feature selection and classification techniques. | | | | | |

The Table 1 summarizes several studies on the detection of Alzheimer's disease (AD) using different feature selection and classification techniques. These studies utilized various datasets, including GSE3060, GSE3061, GSE63060, GSE63061, GSE140829, GSE33000, GSE44770, GSE44768, GSE44771, and GSE5281. Different feature selection algorithms such as Significance Analysis of Microarrays (SAM), Analysis of Variance (ANOVA), k-means, LASSO, χ2 (Chi-square), and Mutual Information (MI) were employed to identify informative genes. Classification algorithms like Support Vector Machine (SVM), Convolutional Neural Network (CNN), and others were used to build predictive models. The performance metrics reported included Accuracy (ACC) and Area Under the Curve (AUC), with the achieved accuracies ranging from 84.2% to 97.5% and AUCs ranging from 87.4% to 97.2%. These studies highlight the diverse strategies employed to detect AD and showcase varying levels of accuracy in distinguishing between AD and non-AD cases. El-Gawady, A et al. [6] have achieved a maximum accuracy of 97.5% in their work using datasets extracted from different brain regions viz. Prefrontal cortex, Medial temporal gyrus, Hippocampus and Entorhinal cortex. As this would require autopsy-biopsy procedures, our study focuses on less invasive source by using gene expression from blood tissue.

Previous work done using blood gene expression dataset viz. H. M. AL-Bermany et al. [9] have achieved a max accuracy of 92.9% but the selected genes symbols have not yet been validated yet using cross validation to eliminate the possibility of bias and overfitting. Previous studies on using blood gene expression have not yet addressed the low sample size problem which poses a challenge in coming up with a generalized model. Our proposed tries to solve this by using a variation of Generative Adversarial Network (GAN) that can be used for tabular data.

|  |  |  |  |
| --- | --- | --- | --- |
| **Study** | **Dataset** | **Classification Alg.** | **Accuracy** |
| S. Pavalarajan et al. | OASIS | RF | ACC: 83.50% |
| S. S. Rajeswari et al. | ADNI | VGG-19 | ACC: 98.00% |
| J. Li et al. | ADNI | 3-D U-Net CNN | ACC: 95.06% |
| S. Basheer et al. | OASIS | CapNet | ACC: 92.39% |
| **Table 2:** Summary of studies using biomarkers other than gene expression | | | |

The Table 2 summarizes some of the notable previous studies using MRI image-based datasets that were utilized to classify AD and CTL samples. S. Pavalarajan et al. [14] employed the OASIS dataset and utilized the RF algorithm, achieving an accuracy of 83.50%. S. S. Rajeswari et al. [15] focused on the ADNI dataset, using the VGG-19 algorithm, and achieved an impressive accuracy of 98.00%. J. Li et al. [16] also worked with the ADNI dataset, employing the 3-D U-Net CNN algorithm, and obtained an accuracy of 95.06%. Lastly, S. Basheer et al. [17] used the OASIS dataset with the CapNet algorithm and achieved an accuracy of 92.39%. The results from Table 1 and Table 2 clearly indicate the proposed method of using blood gene expression data as an alternative to MRI images proves to be not only better in detecting AD in its early stages but also with comparable accuracy.

II. METHODS

A. Dataset:

For the study 3 different datasets where integrated together viz. GSE63060 [23], GSE63061 [24] and ADNI [25]. GSE63060 and GSE63061 gene expression samples were collected from GEO gene expression omnibus repository as SOFT formatted family files and ADNI gene expression samples were collected as part of the Alzheimer’s Disease Neuroimaging Initiative (ADNI) which is a longitudinal multicenter study designed to develop clinical, imaging, genetic, and biochemical biomarkers for the early detection and tracking of AD. GSE63060 contained samples collected from 329 individuals out of which 145 were AD samples, 104 were healthy samples (CTL), and 80 were samples collected from people with Mild Cognitive Impairment (MCI). GSE63061 contained samples collected from 382 individuals out of which 139 were AD samples, 134 were CTL, and 109 were samples collected from people with MCI. Each sample from GSE63060 and GSE63061 contained expression values of 38323, 32049 probes respectively, which were mapped to their respective gene symbols using python GEOParse annotation package. If a gene had multiple probe values, Median of the values are taken as the expression value for the gene based on the study done by Lee, T et al. [2]. A total of 29958 unique gene expression values where this extracted and combined with other attributes such as Age, Ethnicity, Gender. ADNI contained 431 sample out of which all were AD samples. Each sample from ADNI contained gene expression values of 48548 gene symbols.

B. Preprocessing:

Before integrating datasets GSE63060, GSE63061 and ADNI into a single set we normalized them individually using Min-Max normalization which scaled the datasets to have gene expression values between the range 0 and 1. Individually normalized datasets were then integrated by finding the common columns or gene symbols present in all the three the datasets. This was done in python using simple intersection operation between the columns of the three datasets which resulted in 12459 common columns. Post integration the dataset was again normalized using Min-Max normalization to avoid classifier models favoring samples from a particular set since the intensity of gene expression value may vary with the apparatus and measurement procedures used by the lab. In the study it was observed the number of AD samples significantly exceeded the number of CTL samples. Under Sampling of AD samples was done to avoid models favoring AD samples. The resultant dataset contained 238 AD and 238 CTL samples which were then put for 80-20 split for generating train and test sets.

C. Feature Selection:

As there are over 12,459 dimensions in a gene expression dataset, high dimensionality necessitates an effective approach for selecting features. Feature selection strategies will allow us to create our classification models based solely on the features that have a substantial impact on presenting characteristics that can contribute to development of AD.

1. Chi-square (χ2): χ2 is a statistical method used to determine where there is a statistically significant relation between observed frequency and expected frequency of a particular event. If the difference between the observed and expected values are differ by a large value, then we can reject the null hypothesis and state that the variables are related.

Where is the observed frequency values is the expected values in the ith cell of contingency matrix which is plotted for each gene symbol. For each gene symbol the contingency matrix has rows corresponding to unique expression values and columns corresponding to target output which is AD and CTL.

1. Analysis of Variance (ANOVA): ANOVA is a statistical method used to test if two groups of variables related by checking if there is a statistical difference between the mean s of the groups. This is a powerful tool which is now widely used in many fields including biology and psychology.  
     
     
   Where F represents the ANOVA coefficient, and represents Mean Square between and Groups and represents the mean square of errors. Here the groups () represent the unique gene symbols expression values and target output variable values of the samples. represents the number of groups and represents the sample size.
2. Recursive Feature Elimination (RFE) with Cross Validation (CV):

D. Synthetic Data Modelling:

Synthetic data modeling involves generating artificial data that resembles real-world data to simulate various scenarios for research, testing, and analysis purposes. It allows researchers and data scientists to create controlled environments, explore hypothetical situations, and evaluate the performance of algorithms or models without the need for sensitive or limited data. Synthetic data modeling can aid in data privacy protection, algorithm validation, and developing robust machine learning models that generalize well to real data.

D. Feature Extraction:

1. PCA: PCA is a statistical method that involves linear transformation of the given dataset into a new system where the sample can be represented with few dimensions. This technique aims to find the set principal components that exhibit maximum variance. Due to this PCA is used widely in genetic studies to find important gene sets from the given set of gene in the sample.
2. Linear Discriminant Analysis (LDA): Linear Discriminant Analysis, is a statistical technique used for dimensionality reduction and classification tasks. It aims to find a linear combination of features that maximizes the separation between classes while minimizing the within-class scatter.

E. Classification Technique:

1. Support Vector Machine (SVM): SVM is the most popular and widely used linear classifier technique. This involves classification based on supervised learning approach.
2. Ensemble Classifiers:
   1. AdaBoost: Adaboost technique is an Ensemble method using decision trees. These uses set of weak learners for fast implementation and to converge faster into the results and doesn’t require any prior domain knowledge in creating the weak learners. The goal of the weak leaners is to identify the weak hypothesis.
   2. Random Forest (RF): RF is a most popular ensemble technique which is used for task such as classification and regression. From the give sample of dataset random sub samples are generated for each of which a classifier is modelled. The classifiers are then ensembled together to make the final classification. This technique can be used to extract the import feature by using a metric called as feature importance. For a feature this metric is found by identifying how much role it plays in its respective decisions trees classification accuracy.
3. Deep Learning Classifiers:
   1. DNN: DNNs with output layers having SoftMax activation functions are generally used for designing classification models. The number of layers, nodes at each layer, activation and loss functions are each layer depend on the domain over which classification is applied. DNN models with classification done using gene expression values with large dimensions require model to be complex with large number of hidden layers. If number of unique gene are fewer complex models lead to overfitting.
   2. CNN: A common deep learning model predominantly used for classification tasks, such as image classification, image segmentation and object detection. Has special layers called convolution layers which perform mathematical operation called convolution on the input data based on a kernel with static size. CNN models also use polling layers to down sample or to reduce dimension using min, max or average of the values over a small region.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Feature Selection** | **Feature Extraction** | **No of Genes Selected** | **Classification** | **Modelled Synthetic Data** | **Accuracy (Training Set)** | **Accuracy (Testing Set)** |
| Chi Square | - | 10814 | SVM Gaussian Kernel | No | 99.67% | 77% |
| Chi Square | - | 10814 | DNN (64, 128, 128, 1) | No | 97.13% | 77.33% |
| Chi Square | - | 10814 | DNN (6, 4, 4, 1) | No | 96.68% | 89.33% |
| Chi Square | PCA | 30 | RF | No | 100% | 75% |
| ANOVA | PCA | 30 | RF | No | 100% | 82% |
| ANOVA | - | 514 | AdaBoost | No | 100% | 90.20% |
| ANOVA | - | 514 | RF | No | 100% | 86.45% |
| ANOVA | - | 514 | SVM Gaussian Kernel | No | 99.83% | 87.42% |
| ANOVA | - | 514 | DNN (6, 5, 5, 5, 1) | Yes | 93.77% | 90.60% |
| **Table 2:** Summary of results observed while classifying AD from CTL samples. | | | | | | |

1. Though CNN are mainly designed for image classification this can be extended to classification of AD using gene expression as biomarker.

RESULTS AND DISCUSSION:

CONCLUSION:
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