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# Business case

*Business case for this excercise* Area Science Park is interested in predicting a label “isHealty”. used for monitoring the performance of companis within homogeneous groups. Each company is associated with a performance level (isHealthy = True/False) that is used for further activities (e.g. “Top”healthy” companies are featured in the newsletter, others are offered services to boost innovation and performance). The classification algorithm is based on financial ratings, financial indicators and employment indicators. The goal is to predict the label *without* using financial indicators, that is expansive. (purchased at 5,00€ per company).

**Objective:** to develop a new method, leading to the same classification, replacing financial ratings with balance sheet data (which can be purchased at a significantly lower cost, € 0.75 per company). The expected result is a model (learning and prediction modules) and a detailed report describilng the model performance (error rate, robustness to unbalanced data, …)

**Constraints:**  training and classification will be performed on a laptop, twice a year. No specific constraints on time or computation effort (even if it takes hours, it’s ok).

**Workflow** - insert picture here - Classification tree

## Understanding the data

TODO insert figure here

Data is available from 4 sourecs: \* cmp.csv \* bsd.csv \* rating.csv \* empl\_flow.csv [TODO]

and sould be pre-processed to obtain two vectors: X and y.

## Feature selection

This section is dedicated to load and preprocess data

The relevant files are

* *cmp.csv* and *codes.csv*: … Each observation is … there are p attributes. We will use …. to filter companies that belong to a specific sector () and of a specific type.
* *bsd.csv*. Each observation is a summary of balance sheet data (bsd) of a company (identified by *cf*) for a given year. Column labels need some improvement to remove whitespaces and possibly short english names.
* *rating.csv*
* *empl-flow.csv* and *empl-stock.csv*: ….

pathTidyData = './../../\_data/tidy/'  
companies <- read\_csv( paste0(pathTidyData,"cmp.csv"), show\_col\_types = FALSE )   
bsd <- read\_csv( paste0(pathTidyData,"bsd.csv"), show\_col\_types = FALSE )   
rating <- read\_csv( paste0(pathTidyData,"rating.csv"), show\_col\_types = FALSE )   
codes <- read\_csv( paste0(pathTidyData,"nace.csv"), show\_col\_types = FALSE )

## Selection of sample

Select NACE code (see \_data/ino/ for a complete list of codes <https://ec.europa.eu/eurostat/web/products-manuals-and-guidelines/-/ks-ra-07-015> codes are organized by: Division / Group / Class

We are interested in Division 22 22 Manufacture of rubber and plastic products 22.1 Manufacture of rubber products 22.11 Manufacture of rubber tyres and tubes; retreading and rebuilding of rubber tyres 2211 22.19 Manufacture of other rubber products 2219 22.2 Manufacture of plastics products 22.21 Manufacture of plastic plates, sheets, tubes and profiles 2220\* 22.22 Manufacture of plastic packinggoods 2220\* 22.23 Manufacture of builders’ ware of plastic 2220\* 22.29 Manufacture of other plastic products

And only companies that have a duty of disclosure of financial information. SOCIETA’ DI CAPITALE|SU|SOCIETA’ A RESPONSABILITA’ LIMITATA CON UNICO SOCIO SOCIETA’ DI CAPITALE|SR|SOCIETA’ A RESPONSABILITA’ LIMITATA SOCIETA’ DI CAPITALE|SP|SOCIETA’ PER AZIONI SOCIETA’ DI CAPITALE|SD|SOCIETA’ EUROPEA SOCIETA’ DI CAPITALE|RS|SOCIETA’ A RESPONSABILITA’ LIMITATA SEMPLIFICATA SOCIETA’ DI CAPITALE|RR|SOCIETA’ A RESPONSABILITA’ LIMITATA A CAPITALE RIDOTTO SOCIETA’ DI CAPITALE|AU|SOCIETA’ PER AZIONI CON SOCIO UNICO SOCIETA’ DI CAPITALE|AA|SOCIETA’ IN ACCOMANDITA PER AZIONI

#select only some types of ng2 (natura giuridica)  
selectedNg = c("SU", "SR", "SP", "SD", "RS", "RR", "AU", "AA")  
#selectedNg = c( "SR")  
companies <- companies %>% filter(ng2 %in% selectedNg)  
  
#select only division 28   
divs = c(25)  
selectedCf <- codes %>% filter(division %in% divs) %>% select(cf)  
companies <- companies %>% semi\_join(selectedCf) #semi\_join() return all rows from x with a match in y

## Joining, by = "cf"

bsd <- bsd %>% semi\_join(selectedCf)

## Joining, by = "cf"

rating <- rating %>% semi\_join(selectedCf)

## Joining, by = "cf"

checkDuplicates <- companies %>% filter(duplicated(.[["cf"]]))#check duplicates (none expected)

Now we have a sample of {r length(companies)} companies. Duplicates are {r length(checkDuplicates)}.

## Labels based on financial ratings

TODO: improve description: > The credit rating and commercial credit limit available within the s-peek application are evaluated through an innovative methodology called Multi Objective Rating Evaluation which is owned by modeFinance. This innovative methodology studies a corporation as a complex system and deepens the analysis on its different aspects: solvency, debt coverage, liquidity, cash conversion cycle, profitability, fixed asset coverage, compared with the sector which it belongs to and so on. With effect from July 10th, 2015, modeFinance Srl is registered as a credit rating agency in accordance with Regulation (EC) No 1060/2009 of the European Parliament ad of the Council of 16 September 2009 (the Credit Rating Agencies Regulation link). MORE Methodology is used by modeFinance also as part of the process of issuance of Credit Ratings in compliance with Regulation (EC) No 1060/2009 of the European Parliament ad of the Council of 16 September 2009 (the Credit Rating Agencies Regulation).

bsd <- bsd %>% filter(year == 2019)  
rating <- rating %>% filter(year == 2019)  
  
companies <- companies %>%   
 inner\_join(bsd, by = "cf") %>%   
 inner\_join(rating, by = "cf")   
   
checkDuplicates <- companies %>% filter(duplicated(.[["cf"]]))#check duplicates (none expected)

## create X and y

# names can be used for debug purposes to check the identiy of each company  
names <- companies %>% select(name,cf,idCompany)  
  
X <- companies %>% select(idCompany, is.sme, is.startup, is.fem, is.young, is.fore, yearsInBusiness, totAssets, totIntang,accounts,totEquity,debts,prod,revenues,personnel,valCost, ammort, profLoss, valAdded, deprec, noi)  
  
y <- companies %>%   
 mutate(isHealthy = (noi >0) & (rating010 >=8)&(yearsInBusiness>10)) %>%   
 select(idCompany,isHealthy)

Create a label - at the current stage a binary label is enough to test out method

data <- X %>%   
 inner\_join(y)%>%   
 select(-idCompany)%>%  
 mutate(isHealthy = as.factor(isHealthy))

## Joining, by = "idCompany"

## feature engineering

select most relevant features for prediction, based on domain knowledge

we start with a few atttributes, that are deemed more relevant included: - totAssess = totale attivo = total assets - noi = (ron) reddito operativo netto = (noi) net operating income - personnel = totale costi del personale = total personnel costs - debts = debiti esigibili entro l’esercizio successivo = debts due within the following financial year

not included:

* totEquity = totale patrimonio netto = total equity
* profLoss = uile/perdita esercizio ultimi = profit / loss for the last financial year
* accounts = crediti esigibili entro l’esercizio successivo = accounts receivables
* totIntang = totale immobilizzazioni immateriali = total intangible fixed assets
* prod = totale valore della produzione = total production value
* revenues = ricavi delle vendite = revenues from sales
* valCost = differenza tra valore e costi della produzione = difference between production value and production costs
* ammort = ammortamento immobilizzazione immateriali = amortisation
* valAdded = valore aggiunto = value added
* deprec = tot.aam.acc.svalutazioni = total amortisation, depreciation and write-downs

we check for the scale of each variable

# gruop1 <- c(is.sme, is.startup, is.fem, is.young, is.fore)  
# group2 <- c(yearsInBusiness)  
# group3 <- c(totAssets, totIntang,accounts,totEquity,debts,prod,revenues,personnel,valCost, ammort, profLoss, valAdded, deprec, noi)  
#require(GGally)  
#data %>% select(is.sme:is.fore, isHealthy) %>% ggpairs()

#data %>% select(yearsInBusiness, totAssets, noi, isHealthy) %>% ggpairs()  
#data %>% select(totEquity, totAssets, totIntang,noi, profLoss, valCost , isHealthy) %>% ggpairs()

# data <- data %>% select(totAssets,noi,personnel, debts,totIntang, isHealthy) %>%  
# rowwise() %>%  
# mutate(relNoi = log10(noi)/log10(totAssets)) %>%  
# mutate(relPers = log10(personnel)/log10(totAssets)) %>%  
# mutate(relDebts = log10(debts)/log10(totAssets)) %>%  
# mutate(relIntang = log10(totIntang)/log10(totAssets))%>%  
#   
# select(-totAssets,-noi,-personnel,-debts, -totIntang)  
#   
# data %>%  
# pivot\_longer(cols=!isHealthy) %>%   
# ggplot(aes(x=isHealthy, y=value, color = isHealthy)) + geom\_boxplot() + facet\_grid(.~name, scales="free")

#(totAssets, totIntang,accounts,totEquity,debts,prod,revenues,personnel,valCost, ammort, profLoss, valAdded, deprec, noi)  
  
data <- data %>% select(totAssets,noi,personnel, debts,deprec,valCost,totIntang, revenues,yearsInBusiness,isHealthy) %>%  
 mutate(relInt = totIntang/totAssets) %>%  
 mutate(yearsInBusiness = yearsInBusiness/100) %>%  
 mutate(relreve = revenues/totAssets)%>%  
 mutate(relNoi = noi/totAssets) %>%  
 mutate(relPers = personnel/totAssets) %>%  
 mutate(relDebts = debts/totAssets) %>%  
 mutate(relDeprec = deprec/totAssets)%>%  
 select(-totAssets,-noi,-personnel,-debts, -deprec,-revenues,-valCost,-totIntang)

create normalized variables {r names(data)} and scaled

Question: a general overview of the selected variables.  
Design: pairs plot = matrix of scatterplots that lets you understand the pairwise relationship between different variables in a dataset

# require(GGally)  
# data %>% ggpairs()  
  
#plot(data)

Questions: are the variable of the same order of magnitude?

ggplot(stack(data), aes(x = ind, y = values)) +  
 stat\_boxplot(geom = "errorbar", width = 0.5) +  
 labs(x="Samples", y="Frequency") +  
 geom\_boxplot(fill = "white", colour = "#3366FF") + coord\_flip()

## Warning in stack.data.frame(data): non-vector columns will be ignored
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data %>% pivot\_longer(cols=!isHealthy) %>% ggplot(aes(x=isHealthy, y=value, color = isHealthy)) + geom\_boxplot() + facet\_grid(.~name, scales="free")
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another plot to answer the same question: can we spot at a glance the decision boundary in a scatterplot? No

plot1 <- data %>% ggplot(aes(x=relInt, y=relDebts, color=isHealthy)) + geom\_point()  
plot2 <- data %>% ggplot(aes(x=relNoi, y=relPers, color=isHealthy)) + geom\_point()  
ggarrange(plot1,plot2)

![](data:image/png;base64,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) the figure above higlights shows at a glance that is no trivial decision boundary.

Question: Are the distribution of variables different between Healty and non-healty companies? Design: violin boxplots

# data %>% pivot\_longer(cols=!isHealthy) %>% ggplot(aes(x=isHealthy, y=value, color=isHealthy)) + geom\_boxplot() + facet\_grid(.~name, scales="free")   
# data %>% pivot\_longer(cols=!isHealthy) %>% ggplot(aes(x=isHealthy, y=value, color=isHealthy)) + geom\_violin() + facet\_grid(.~name, scales="free")

we can see small differences.

Conclusions - Healty and non healty appear hard to tell apart with the given attributes - Which attributes appear more useful for inferring health? relDebts and relNoi

# Decision Trees

[short intro to tree learning] We use “tree” that provides: - a function for doing the learning tree() - a function for doing the prediction, usually named predict()

The learning function in tree requires a dataframe and an indication of the dependency, using a data type, peculiar of R, known as **formula** as in the examples a ~ b+c (variable a depends on b and c) or a ~ . (variable a depends on all the other variables). The following is an example of tree with a limited complexity:

## a simple tree

* mincut: The minimum number of observations to include in either child node. This is a weighted quantity; the observational weights are used to compute the ‘number’. The default is 5.
* minsize: The smallest allowed node size: a weighted quantity. The default is 10.

require(tree)

## Caricamento del pacchetto richiesto: tree

## Warning: il pacchetto 'tree' è stato creato con R versione 4.1.2

## Registered S3 method overwritten by 'tree':  
## method from  
## print.tree cli

model <- tree(isHealthy~.,data, mincut = 50 , minsize = 100)   
plot(model)  
text(model)

![](data:image/png;base64,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)

print(model)

## node), split, n, deviance, yval, (yprob)  
## \* denotes terminal node  
##   
## 1) root 988 995.40 FALSE ( 0.79757 0.20243 )   
## 2) relDebts < 0.380468 400 542.20 FALSE ( 0.58750 0.41250 )   
## 4) relNoi < 0.0389441 143 108.20 FALSE ( 0.87413 0.12587 ) \*  
## 5) relNoi > 0.0389441 257 350.90 TRUE ( 0.42802 0.57198 )   
## 10) yearsInBusiness < 0.124397 53 48.29 FALSE ( 0.83019 0.16981 ) \*  
## 11) yearsInBusiness > 0.124397 204 256.80 TRUE ( 0.32353 0.67647 )   
## 22) relNoi < 0.146992 140 190.60 TRUE ( 0.42143 0.57857 )   
## 44) relDebts < 0.238853 71 78.16 TRUE ( 0.23944 0.76056 ) \*  
## 45) relDebts > 0.238853 69 92.37 FALSE ( 0.60870 0.39130 ) \*  
## 23) relNoi > 0.146992 64 44.19 TRUE ( 0.10938 0.89062 ) \*  
## 3) relDebts > 0.380468 588 265.40 FALSE ( 0.94048 0.05952 )   
## 6) relNoi < 0.0890238 444 87.99 FALSE ( 0.97973 0.02027 ) \*  
## 7) relNoi > 0.0890238 144 136.00 FALSE ( 0.81944 0.18056 )   
## 14) yearsInBusiness < 0.123 68 0.00 FALSE ( 1.00000 0.00000 ) \*  
## 15) yearsInBusiness > 0.123 76 97.65 FALSE ( 0.65789 0.34211 ) \*

## measure the performance of the tree

We have a few options:

* measure error on the learning data
* measure error on test data statically left out (e.g., 20% of the overall data)
* measure error with a k-fold CV
* measure error with a **leave-one-out** CV (LOOCV), i.e., a k-fold CV with , being the number of observations in the available data

### measure error on the learning data

It’s an easy option but we know that, when , the error on the learning data is 0 by definition. It would hence pointless to compare a set of 0s… We need to ascertain which is the default value of in tree(), that requires to consume the documentation: [I leave this for your enjoiment.[TODO]

# measure error on test data

split (e.g., 20% of the overall data) We use sample() for shuffling the set of row-indexes of d and take a subset of this set that will act as the indexes of the learning data.

fraction <- .8  
indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*fraction)]  
model <- tree(isHealthy~.,data, subset = indexes.learning, mincut = 50 , minsize = 100)

The predict() function takes a dataframe with possibly new observations and predict the corresponding labels: the results is hence a vector.

predicted.health = predict(model, data[-indexes.learning,], type = "class")

Note that:

* the - preceding indexes.learning means “select all but those”
* type="class" is needed to obtain a vector of factors, rather than a more complex thing: see the documentation of predict.tree()
* predict() doesn’t cheat: even if d[-indexes.learning,] actually contains also the correct value, it is not using it

Now we can compute the classification error rate by comparing predicted.y against the expected :

classification.error <- length(which(predicted.health!=data$isHealthy[-indexes.learning]))/length(predicted.health)  
classification.error

## [1] 0.1414141

predicted.learn <- predict(model, data[indexes.learning,], type = "class")  
errors.learn <- tibble (pL = predicted.learn, aL = data[indexes.learning,]$isHealthy) %>%   
 mutate(err = (pL != aL))   
err.rate.learn <- errors.learn %>% filter(err == TRUE) %>%   
 nrow()/length(predicted.learn)  
  
predicted.test <- predict(model, data[-indexes.learning,], type = "class")  
errors.test <- tibble (pT = predicted.test, aL = data[-indexes.learning,]$isHealthy) %>%   
 mutate(err = (pT != aL))   
err.rate.test <- errors.test %>% filter(err == TRUE) %>% nrow()/length(predicted.test)  
  
print(paste('Error rate on learning data: ',round(err.rate.learn,3 )))

## [1] "Error rate on learning data: 0.129"

print(paste('Error rate on test data: ',round(err.rate.test, 3 )))

## [1] "Error rate on test data: 0.141"

# classification.error <- length(which(predicted.test!=data$isHealthy[-indexes.learning]))/length(predicted.test)  
# classification.error

Another way is to “compute” the **confusion matrix** and then obtaining the error from that. The confusion matrix shows the number misclassifications, class by class:

table(predicted.test, data$isHealthy[-indexes.learning])

##   
## predicted.test FALSE TRUE  
## FALSE 146 15  
## TRUE 13 24

Given that matrix, the accuracy of classification is:

conf.matrix = table(predicted.test, data$isHealthy[-indexes.learning])  
sum(diag(conf.matrix))/sum(conf.matrix)

## [1] 0.8585859

and the error rate can be computed as:

error = 1-sum(diag(conf.matrix))/sum(conf.matrix)  
round(error,3)

## [1] 0.141

Out of simplicity, we might build a function that does all those operations together, with some parameters:

computeErrorRate = function(categorical.y.name, data, learner, p.learn = 0.8, ...) {  
  
 print(paste("learning a model for ", categorical.y.name, "using parameter = ", p.learn))  
  
 indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
 model = learner(formula(paste0(categorical.y.name,"~.")), data[indexes.learning,], ...)  
  
 predicted.y = predict(model, data[-indexes.learning, ], type="class")  
 errors <- data[-indexes.learning,] %>%   
 select(categorical.y.name) %>%   
 mutate(ph = predicted.y) %>%  
 mutate(err = (categorical.y.name = ph)) %>%   
 filter(err == TRUE) %>%   
 nrow()  
   
 errors/length(predicted.y)  
}  
  
print(computeErrorRate("isHealthy", data, tree))

## [1] "learning a model for isHealthy using parameter = 0.8"

## Note: Using an external vector in selections is ambiguous.  
## i Use `all\_of(categorical.y.name)` instead of `categorical.y.name` to silence this message.  
## i See <https://tidyselect.r-lib.org/reference/faq-external-vector.html>.  
## This message is displayed once per session.

## [1] 0.2070707

# require("rpart")  
# require("rpart.plot")  
# print(computeErrorRate("isHealthy", data, rpart))

## measure error ratio over different values of the learn to test rario. The values are stocastic due to the random selection of learn and test datasets

#computeErrorRate = function(categorical.y.name, data, learner, p.learn = 0.8, ...) {  
#   
# ratio = seq(0.1, 0.99, 0.05)  
# error = ratio %>% map\_dbl(function(r){computeErrorRate("isHealthy", data, tree, r)})  
# tibble(ratio=ratio, error=error) %>% ggplot(aes(x=ratio,y=error))+geom\_line()+ylim(0,1)

## check overfitting

compare errors on learning and training dataset

p.learn <- .8  
indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
  
model <- tree(isHealthy~.,data[indexes.learning,])   
  
predicted.y <- predict(model, data[indexes.learning, ], type="class")  
err.rate.learning <- data[indexes.learning,] %>%   
 select(isHealthy) %>%   
 mutate(ph = predicted.y) %>%  
 mutate(err = (categorical.y.name = ph)) %>%   
 filter(err == TRUE) %>%   
 nrow()/length(predicted.y)  
  
predicted.y <- predict(model, data[-indexes.learning, ], type="class")  
err.rate.training <- data[-indexes.learning,] %>%   
 select(isHealthy) %>%   
 mutate(ph = predicted.y) %>%  
 mutate(err = (categorical.y.name = ph)) %>%   
 filter(err == TRUE) %>%   
 nrow()/length(predicted.y)  
  
  
err.rate.learning

## [1] 0.1797468

err.rate.training

## [1] 0.2323232

### Compute the learning error and test error for different values of the learning-to-test data ratio

# computeErrorRate2 = function(categorical.y.name, data, learner, p.learn = 0.8, ...) {  
#   
# print(paste("learning a model for ", categorical.y.name, "using parameter = ", p.learn))  
#   
# indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
# model = learner(formula(paste0(categorical.y.name,"~.")), data[indexes.learning,], ...)  
#   
# predicted.y.learning = predict(model, data[indexes.learning, ], type="class")  
# errors.learning <- data[indexes.learning,] %>%   
# select(categorical.y.name) %>%   
# mutate(ph = predicted.y.learning) %>%  
# mutate(err = (categorical.y.name = ph)) %>%   
# filter(err == TRUE) %>%   
# nrow()/length(predicted.y.learning)  
#   
# predicted.y.test = predict(model, data[-indexes.learning, ], type="class")  
# errors.test <- data[-indexes.learning,] %>%   
# select(categorical.y.name) %>%   
# mutate(ph = predicted.y.test) %>%  
# mutate(err = (categorical.y.name = ph)) %>%   
# filter(err == TRUE) %>%   
# nrow()/length(predicted.y.test)  
#   
# c(errors.learning,errors.test)  
# }  
#   
# ratio = seq(0.1, 0.99, 0.02)  
# error1 = ratio %>% map\_dbl(function(r){computeErrorRate2("isHealthy", data, tree, r, mindev = 0, minsize = 2 )[1]})  
# error2 = ratio %>% map\_dbl(function(r){computeErrorRate2("isHealthy", data, tree, r, mindev = 0, minsize = 2 )[2]})  
# tibble(ratio=ratio, error1=error1, error2=error2) %>%   
# ggplot()+geom\_line(aes(x=ratio,y=error1, color = 'blue'))+geom\_line(aes(x=ratio,y=error2, color = 'red'))+ylim(0,1)

### Compute the learning error and test error for different values of the complexity parameter

Arguments nobs  
The number of observations in the training set.

mincut = The minimum number of observations to include in either child node. This is a weighted quantity; the observational weights are used to compute the ‘number’. The default is 5.

minsize = The smallest allowed node size: a weighted quantity. The default is 10.

mindev = The within-node deviance must be at least this times that of the root node for the node to be split.

computeErrorRate2 = function(categorical.y.name, data, learner, p.learn = 0.8, mindev = 2,...) {  
  
 print(paste("learning a model for ", categorical.y.name, "using mindev = ", mindev))  
  
 indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
 model = learner(formula(paste0(categorical.y.name,"~.")), data[indexes.learning,], ...)  
  
 predicted.y.learning = predict(model, data[indexes.learning, ], type="class")  
 errors.learning <- data[indexes.learning,] %>%   
 select(categorical.y.name) %>%   
 mutate(ph = predicted.y.learning) %>%  
 mutate(err = (categorical.y.name = ph)) %>%   
 filter(err == TRUE) %>%   
 nrow()/length(predicted.y.learning)  
   
 predicted.y.test = predict(model, data[-indexes.learning, ], type="class")  
 errors.test <- data[-indexes.learning,] %>%   
 select(categorical.y.name) %>%   
 mutate(ph = predicted.y.test) %>%  
 mutate(err = (categorical.y.name = ph)) %>%   
 filter(err == TRUE) %>%   
 nrow()/length(predicted.y.test)  
   
 return(c(errors.learning,errors.test))  
   
}  
  
# mindevs = seq(0, 1, .1)  
# error1 = mindevs %>% map\_dbl(function(r){computeErrorRate2("isHealthy", data, tree, 0.8, mindev = mindevs, minsize = 1 )[1]})  
# error2 = mindevs %>% map\_dbl(function(r){computeErrorRate2("isHealthy", data, tree, 0.8, mindev = mindevs, minsize = 1 )[2]})  
#   
# ddddd <- tibble(mindevs = mindevs, error1=error1, error2=error2)  
#   
# ddddd %>% ggplot()+geom\_line(aes(x=mindevs,y=error1, color = 'blue'))+geom\_line(aes(x=mindevs,y=error2, color = 'red'))+ylim(0,1)

p.learn <- .8  
indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
  
df <- tibble(i=0, n=0, el=0, et=0) %>% head(0)  
  
# i = mincut The minimum number of observations to include in either child node. This is a weighted quantity; the observational weights are used to compute the ‘number’. The default is 5. we start from a very high value i.e. short trees and develop the tree up to mincut = 1  
  
for(i in seq(150,1,-1)){  
 model <- tree(isHealthy~.,data, subset = indexes.learning, mincut = i , minsize = i\*2) #1,200,10  
   
 predicted.learn = predict(model, data[indexes.learning,], type = "class")  
 predicted.test = predict(model, data[-indexes.learning,], type = "class")  
 errors.learn <- tibble (L = predicted.learn, D = data[indexes.learning,]$isHealthy) %>%   
 mutate(err = (L != D))   
 errors.test <- tibble (T = predicted.test, D = data[-indexes.learning,]$isHealthy) %>%   
 mutate(err = (T != D))   
   
 err.rate.learning <- errors.learn %>% filter(err == TRUE) %>% nrow()/length(predicted.learn)  
 err.rate.test <- errors.test %>% filter(err == TRUE) %>% nrow()/length(predicted.test)  
 number.of.nodes = nrow(model$frame)  
 #print(paste(i, number.of.nodes,err.rate.learning, err.rate.test))  
 df <- df %>% add\_row(i = i , n=number.of.nodes,el=round(err.rate.learning,3), et = round(err.rate.test,3))  
}  
  
plot1 <- df %>% filter(i>1)%>%ggplot()+  
 geom\_line(aes(x = n, y=el, color='green', label = "learning data"))+   
 geom\_line(aes(x = n, y=et, color='blue', label = "test data"))

## Warning: Ignoring unknown aesthetics: label  
  
## Warning: Ignoring unknown aesthetics: label

plot2 <- df %>% filter(i>1)%>%ggplot()+  
 geom\_line(aes(x = i, y=el, color='green', label = "learning data"))+   
 geom\_line(aes(x = i, y=et, color='blue', label = "test data"))

## Warning: Ignoring unknown aesthetics: label  
  
## Warning: Ignoring unknown aesthetics: label

ggarrange(plot1,plot2)

![](data:image/png;base64,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)

mins = df %>% group\_by(et) %>% slice(which.min(et))  
  
print(paste("minimum error for i = ", mins$i[1], "tree composed of ", mins$n[1], "nodes, error on test data = ", mins$et[1]))

## [1] "minimum error for i = 12 tree composed of 25 nodes, error on test data = 0.121"

## k-fold cross validation for error estimate

How will themodel perform on “unseen data”? can the learner generalize beyond available data? The classification error is an appropriate indicator. But the error depends on a random choice of learn and test data. We need to have a more stable value, so we introduce k-fold cross validation on the whole dataset.

1. split learning data (X and y) in k equal slices (each of n k observations)
2. for each split (i.e., each i ∈ {1, . . . , k} ) 2.1 learn on all but k-th slice 2.2 compute classification error on unseen k-th slice
3. average the k classification errors

# stratified k-fold CV using dplyr,

p.learn <- .8  
indexes.learning = sample(c(1:nrow(data)))[1:(nrow(data)\*p.learn)]  
test\_data <- data[-indexes.learning,]  
learn\_data <- data[indexes.learning,]  
k\_folds = 10  
  
learn\_data <- learn\_data %>%   
 group\_by(isHealthy) %>%  
 sample\_frac(1) %>%  
 mutate(fold=rep(1:k\_folds, length.out=n())) %>%  
 ungroup  
  
errors = tibble(f = 0, err = 0) %>% head(0)  
  
mincut = 10   
minsize = i\*2  
  
for(i in 1:k\_folds){  
 data.kth.fold <- learn\_data %>% filter(fold==i)   
 data.other.folds <- learn\_data %>% filter(fold!=i)  
   
 # learn on data.other.folds  
 model <- tree(isHealthy~.,data, subset = indexes.learning, mincut = i , minsize = i\*2)   
 # estimate learn error on data.other.folds  
 predicted.learn = predict(model, data[indexes.learning,], type = "class")  
 errors.learn <- tibble (L = predicted.learn, D = data[indexes.learning,]$isHealthy) %>%   
 mutate(err = (L != D))   
 # estimate test error on data.kth.fold   
 predicted.test = predict(model, data[-indexes.learning,], type = "class")  
 errors.test <- tibble (T = predicted.test, D = data[-indexes.learning,]$isHealthy) %>%   
 mutate(err = (T != D))   
   
 err.rate.learning <- errors.learn %>% filter(err == TRUE) %>% nrow()/length(predicted.learn)  
 err.rate.test <- errors.test %>% filter(err == TRUE) %>% nrow()/length(predicted.test)  
 number.of.nodes = nrow(model$frame)  
 #print(paste(i, number.of.nodes,err.rate.learning, err.rate.test))  
 df <- df %>% add\_row(i = i , n=number.of.nodes,el=round(err.rate.learning,3), et = round(err.rate.test,3))  
   
 # compute classification error on unseen data.kth.fold  
 class.err = 1  
 errors <- errors %>% add\_row(f = i , err = round(class.err,3))  
  
  
}  
  
# average the k classification errors  
mean(errors$err)

## [1] 1
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## k-fold cross validation for error estimate

How will themodel perform on “unseen data”? can the learner generalize beyond available data? The classification error is an appropriate indicator. But the error depends on a random choice of learn and test data. We need to have a more stable value, so we introduce k-fold cross validation on the whole dataset.

1. split learning data (X and y) in k equal slices (each of n k observations)
2. for each split (i.e., each i ∈ {1, . . . , k} ) 2.1 learn on all but k-th slice 2.2 compute classification error on unseen k-th slice
3. average the k classification errors

## mean error estimation using stratified k-fold CV

compute.Kfold.error <- function(data, errors, k\_folds=10, mincut=10,minsize=20) {  
 data\_f <- data %>%   
 group\_by(isHealthy) %>%  
 sample\_frac(1) %>%  
 mutate(fold=rep(1:k\_folds, length.out=n())) %>%  
 ungroup  
   
   
 for(i in 1:k\_folds){  
   
 data.kth.fold <- data\_f %>% filter(fold==i)   
 data.other.folds <- data\_f %>% filter(fold!=i)  
   
 # learn on data.other.folds  
 model <- tree(isHealthy~.,data.other.folds, mincut = mincut , minsize = minsize)   
 number.of.nodes = nrow(model$frame)  
   
 # estimate learn error on data.other.folds  
 predicted.learn = predict(model, data.other.folds, type = "class")  
 errors.learn <- tibble (L = predicted.learn, D = data.other.folds$isHealthy) %>%   
 mutate(err = (L != D))   
   
 # estimate test error on data.kth.fold   
 predicted.test = predict(model, data.kth.fold, type = "class")  
 errors.test <- tibble (T = predicted.test, D = data.kth.fold$isHealthy) %>%   
 mutate(err = (T != D))   
   
 err.rate.learning <- errors.learn %>% filter(err == TRUE) %>% nrow()/length(predicted.learn) %>% round(3)  
 err.rate.test <- errors.test %>% filter(err == TRUE) %>% nrow()/length(predicted.test) %>% round(3)  
   
 #save results  
 errors <- errors %>%   
 add\_row(f = i , err.learn = err.rate.learning, err.test = err.rate.test, n = number.of.nodes, minsize = minsize, mincut = mincut)  
  
 }  
 return(errors)  
}  
  
  
   
errors = tibble(f = NA, err.learn = NA, err.test = NA, n = NA, mincut = NA, minsize = NA) %>% head(0)  
  
k\_folds=10  
for (mc in seq(120,1,-1)){  
 errors <- compute.Kfold.error(data, errors, k\_folds=k\_folds, mincut=mc, minsize=mc\*2)  
}  
  
# average the k classification errors  
mean.errors <- errors %>% group\_by( mincut, minsize)%>%   
 summarize(mL = mean(err.learn), mT = mean(err.test), n = mean(n) )

## `summarise()` has grouped output by 'mincut'. You can override using the `.groups` argument.

#plot using a tidy data structure to represent data and legend: gather (or pivot\_longer) to bring all the data into one column and then use group and colour mappings in the aesthetic.  
  
data.to.plot <- mean.errors %>%   
 mutate(mean.error.learning = mL) %>%  
 mutate(mean.error.test = mT) %>%  
 mutate(tree.size = n)%>%   
 gather(error.type, error.value, c( mean.error.test, mean.error.learning)) %>%  
 select(-mT, -mL)  
  
   
   
plot1 <- data.to.plot %>% ggplot( ) + theme\_minimal()+  
 geom\_line(aes(x=tree.size, y = error.value, group = error.type, colour = error.type))  
  
plot2 <- data.to.plot %>% ggplot( ) + theme\_minimal()+  
 geom\_line(aes(x=tree.size, y = mincut, group = error.type, colour = tree.size))  
  
ggarrange(plot1, plot2, ncol = 1, nrow = 2)
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# data.to.plot1 <- mean.errors %>%   
# mutate(mean.error.learning = mL) %>%  
# mutate(mean.error.test = mT) %>%  
# mutate(tree.size = n)%>%   
# gather(error.type, error.value, c( mean.error.test, mean.error.learning, tree.size)) %>%  
# select(-mT, -mL) %>%  
# mutate(complexity = max(errors$mincut)-mincut)   
#   
#   
# data.to.plot1 %>% ggplot( ) + theme\_minimal()+  
# geom\_line(aes(x=complexity, y = error.value, group = error.type, colour = error.type))+  
# facet\_wrap(~error.type, scales = "free\_y", ncol = 1)

min.test.error = min(mean.errors$mT)  
minima <- mean.errors %>% filter(mT == min.test.error) %>% arrange(mincut)  
minima[1,] #there may be more rows

## # A tibble: 1 x 5  
## # Groups: mincut [1]  
## mincut minsize mL mT n  
## <dbl> <dbl> <dbl> <dbl> <dbl>  
## 1 15 30 0.0991 0.118 22.8

So we should tune the parameter according to minima[1,]