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Abstract A methodology to develop artificial neural net-
work (ANN) models to quickly incorporate the characteris-
tics of emerging devices for circuit simulation is described
in this work. To improve the model accuracy, a current and
voltage data preprocessing scheme is proposed to derive a
minimum dataset to train the ANN model with sufficient
accuracy. To select a proper network size, four guidelines are
developed from the principles of two-layer network. With
that, a reference ANN size is proposed as a generic three-
terminal transistor model. The ANNmodel formulated using
the proposed approach has been verified by physical device
data. Both the device and circuit-level tests show that the
ANN model can reproduce and predict various device and
circuits with high accuracy.

Keywords Compact model · Emerging device · Device
modeling · Artificial neural network (ANN)

1 Introduction

Toward the end of the Moore’s law and device scaling limit,
many emerging devices are under extensive investigation for
their potential to extend the benefit from technology scal-
ing. To evaluate the advantages of these devices in different
applications, a compact model for each device is necessary
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to allow computer simulation before the physical hardware is
implemented.Due to the large number of devices being inves-
tigated, developing a physics-based model [1,2] for each
device in the traditional approach is difficult to catch up with
the rapid technology development.

In order to quickly incorporate newly generated device
data into circuit simulations, data-oriented modeling meth-
ods have been used for technology evaluations without going
into the detailed device physics. A table-based model is the
most commonly used method in this category. For a given
table constructed from device data, the accuracy is limited
by the measurement noise and interpolation methods, espe-
cially in calculating the current derivatives. More accurate
simulation can be achieved by increasing the data den-
sity, but it significantly increases the cost of data collection
and simulation time. The limitations of table-based model
have already been extensively discussed in [3]. Another
data-orient modeling approach is to construct an artificial
neural networks (ANN) model [4,5], which has been used
mainly for RF/microwave circuit optimizations [6,7]. An
ANNmodel provides continuous and smooth approximation
to the device data that eliminates the need for local inter-
polation in table-based models. However, an accurate ANN
model over the entire operation regions of a transistor from
subthreshold to strong inversion is still difficult to achieve.
Furthermore, a standard and easy-to-use approach to select
the required dataset and size of an ANN for the model train-
ing is not available. In order to use an ANN model in circuit
simulations, convergence issues also need to be addressed. In
this work, we have developed a guideline to design an ANN
model including the method to select the minimal dataset for
training. The model will be implemented into a circuit simu-
lator to demonstrate its numerical stability and compatibility
with existing simulation framework.
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Fig. 1 Feed-forward networks are used to approximate the transistor
physics and sever as a device model. As an example, with voltage inputs
and current output, the ANNs of a one single hidden layer and b two
hidden layers are potential methods for the current–voltage character-
istics modeling

2 ANN compact modeling framework

The most common form of ANNs is the feed-forward net-
work as shown in Fig. 1, which consists of an input layer,
one or a few hidden layers of neurons and an output layer.
According to a universal approximation theorem [4], such a
network is capable of approximating a nonlinear function of
multi-dimensional variableswith its parameters consisting of
the neuron synapseweights and thresholds.When the physics
governing the transistor operation are unknown or compli-
cated, an ANN can be used to approximate these physics
equations. To construct a transistor model using an ANN,
its terminal voltages (like Vgs and Vds) are used as input
and the terminal currents (like Ids) and conductances (like
the transconductance gm) are used as the outputs. Additional
inputs like the device geometries and additional outputs like
the device’s terminal capacitance can also be incorporated
into the network. After the size (the number of hidden layers
and the number of neurons in each layer) is determined, the
ANN is considered as a compact model and implemented
into a circuit simulator.

Before using the ANN for circuit simulation, the ANNhas
to be trained to minimize the mean square errors between the
output and the available device data by adjusting the network
parameters. The process is similar to the model parame-
ter extractions. A number of mature back-propagation (BP)
algorithms [8] are available to train the ANN.With the avail-
ability of the ANN model and its parameters determined by
the training process, the model is ready to be used for circuit
simulation.

3 ANN model accuracy enhancement with data
preprocessing and patterning

As the basis of compact modeling, an ANN with a sin-
gle hidden layer is used to model the individual terminal’s
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Fig. 2 Data preprocessing (PP) is necessary to improve the ANN
model accuracy. aA logarithm current preprocessing improves the sub-
threshold accuracy.bA logarithmdrain voltage preprocessing improves
the linear region accuracy

control of the transistor’s properties. Among the available
ANN activation functions, those of the sigmoid types with
smooth derivatives are preferred due to the requirements on
transistor’s first- and higher-order derivatives from circuit
simulations. Two commonly used functions include the tan-
sig and logsig.When it is applied tomodel the simple transfer
characteristics (Ids−Vgs) of a MOSFET, the result is shown
in the dash line in Fig. 2a. A network with two neurons and
the tansig activation function in the hidden layer (denoted as
1-2-1 network to represent 1 input, 2 neurons in one hidden
layer and 1 output) works well in the strong inversion region,
but poorly in the deep subthreshold region. Changing of the
activation function or increasing the number of neurons of the
hidden layer does not improve themodel accuracy.During the
BP training, the network parameters are adjusted according
to the output error. With the transistor’s current data d(Vgs),
the actual network output y(Vgs), the number of gate voltages
in the dataset N and a learning rate η, the adjustments to the
network parameters w in the training process are given by:

e(Vgs) = d(Vgs) − y(Vgs)

�w = − η
N

∑N
1 e

[
Vgs(n)

] · ∂e [Vgs(n)]
∂w

(1)

Adjustments from network errors in the subthreshold
region are orders ofmagnitude smaller than those contributed
from the above threshold region, thus have ignorable impacts
on the training. To solve this problem, a simple ANN model
dataset preprocessing (PP):
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[Vgs, d(Vgs) = log(Ids)] (2)

i.e., using the logarithm of transistors’ current data as the
network’s target output is proposed. Due to the reduced target
output scales, the same (1-2-1) network works perfectly in
all the operation regions as shown by the solid line in Fig. 2a.
However, the same preprocessing scheme fails the ANN
modeling of the MOSFET output characteristics (Ids−Vds).
Figure 2b plots the results of another (1-2-1) network trained
with log(Ids) as the output target (the zero voltage and current
data removed). Despite the overall accuracy, the ANNmodel
gives a finite Ids for Vds = 0, violating the physical conser-
vation law and will cause troubles in circuit simulations, e.g.,
the leakage power calculations. Forcing a finite current (even
smaller than the SPICE current resolution) with Vds = 0 or
adding one data point with Vds close to zero does not work in
the aspects that the trained ANNmodel gives a unreasonable
channel resistance. More fine data points in the range of Vds
close to zero require an increase in the network size, resulting
in over-fitting problems. Since most transistors show a lin-
ear Ids−Vds dependence with small drain voltages, the ANN
target function becomes an exponential Vds−exp(log(I ds))
that fails the BP training again. The drain voltage prepro-
cessing with a logarithm is proposed to match the current
preprocessing:

[log(Vds), d(Vds) = log(Ids)] (3)

the logarithm of transistor’s drain voltage is used as the net-
work’s input, with which the ANN target function resumes a
linear one. A common practice inmodelingwhich exchanges
the source and drain when a negative Vds is given is used
here to avoid the logarithm of a negative number. For con-
sideration of the ANN model accuracy in the linear region,
one additional data point close to zero, e.g., Vds = 1mV, is
included to the device dataset for training. The simple pre-
processing in Eq. (3) is powerful to achieve higher ANN
model accuracy that satisfies the SPICE simulation require-
ments. Figure 2b plots the ANN model (1-2-1) results (solid
line) with the preprocessing scheme in Eq. (3). A SPICE zero
(below the current resolution) is achieved in the small vicin-
ity of zero Vds as shown in the inset. For Vds = 0, either
an exact zero current is assigned or a smooth function [9] is
implemented to guarantee an exact zero current. For a three-
terminal transistor modeling, the final dataset preprocessing
scheme is:

[Vgs, log(Vds), d(Vgs, Vds) = log(Ids)] (4)

Depending on the data availability, different dataset pat-
terns may be used in the ANN model training. Assuming
a three-terminal transistor, a grid-like input dataset as shown
in Fig. 3a is commonly used for a table-based model and
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Fig. 3 Two different datasets for the ANN-based compact device
model. a A grid-like dataset with uniform steps in the terminal volt-
ages. bA sparse dataset to represent the transistor characteristics which
is similar to the one used for a physics-based model
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Fig. 4 A region-wise modeling concept is implemented in the ANN.
With one neuronmainly working in the subthreshold region and another
in the above threshold region, the transistor’s transfer curve is repro-
duced

some ANN models. Since in the ANN training the dataset
is usually divided into the train, test, and validation groups
[8], smaller steps in the dataset are usually helpful for the
model accuracy. As there is no guideline on the input step,
a small step adopted results in a quite large dataset size of
T = N 2 where N is the number of data points along one
terminal bias. As a result, it takes longer to obtain these data
and to finish the BP training process. On the other hand, a
sparse dataset similar to that in Fig. 3b is traditionally used for
parameter extractions with a physics-based model [10]. The
transistor’s physics of its entire operation regions, including
subthreshold, above threshold, linear, and saturation regions
including the transitions in between, are fully represented
by the sparse dataset. In principle, certain function extracted
based on these spare data can be regarded as an approxima-
tion to the transistor’s physics.

The trained ANN model’s characteristic for the transfer
curve of Fig. 2a is plotted in Fig. 4. Among two neurons
in the hidden layer, one neuron A approximates the car-
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rier diffusion physics inMOSFET’s subthreshold region, and
the other neuron B approximates the carrier drift physics in
the above threshold region. The output neuron linearly adds
these two parts (with a constant offset) and provides the com-
plete approximation to theMOSFET’s transport physics. The
sigmoid activation functions play similar roles as smooth-
ing functions commonly used in compact models like the
industry standard BSIM. Going to two-dimensional inputs
of gate and drain voltages, the ANN’s global approximation
considers simultaneously the gate and drain dependence in
transistors’ carrier transports which are fully embedded in
the sparse dataset in Fig. 3b. At the same time, the sparse
dataset size is around T = 7N , practically smaller than the
grid dataset. This transistor’s knowledge-based dataset pat-
terning is used in the following work.

4 ANN model accuracy enhancement with a sizing
technique

For a complete three-terminal MOSFET modeling, merging
of the above two separate (1-2-1) networks for the trans-
fer and output characteristics into a (2-4-1) network does
not work with either the grid-like or the spares dataset.
Indeed, training an ANN model of (2-X-1) fails even with
an extremely large number of neurons in the hidden layer,
which poses an intrinsic limitation of the single layer ANNs
for compact modeling. Here an ANNwith two hidden layers
as another function approximation algorithm [11] is used for
generic transistor compact modeling.

Without a general guideline for ANN sizing, an example
ANN with two hidden layers (denoted as 2-8-4-1 to repre-
sent two inputs, 8 neurons in the first hidden layer, 4 in the
second hidden layer, and 1 output) is applied to model one
three-terminal transistor. The sparse dataset in Fig. 3b and the
preprocessing scheme of Eq. (4) are used.While the standard
Levenberg–Marquardt BP training is finished successfully,
an application of the obtained model with two drain voltages
that do not appear in the training dataset is shown in Fig. 5.
Large errors in the transistor’s linear regions are observed.
The negative transconductance also possibly results in none
convergence issues in SPICE simulations. These shortcom-
ings are categorized as an over-fitting-induced generalization
problem caused by toomany neurons in the network. It is fur-
ther confirmed with the model oscillation beyond the dataset
range (outside of the dashed lines in Fig. 5) due to the super-
position of outputs from more than necessary neurons. A
sizing technique specifically for accurate transistor model-
ing is developed as follows.

The two-layer structure embeds the local and global fea-
tures in the first and second hidden layers, in contrast to the
monotonously global feature of ANNswith one hidden layer.
Generally, MOSFETs have two distinct operation regions in
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neurons has large errors for inputs beyond the dataset and possible
negative conductance within the operation voltage. Dashed lines show
the boundary of trained gate voltages

the gate voltage dimension (subthreshold and superthresh-
old) and another two in the drain voltage dimension (before
saturation and after saturation) that require separate mathe-
matical descriptions. Correspondingly, in the ANN design,
neurons in the first hidden layer are designed to mainly han-
dle the gate and drain voltage inputs partition, while neurons
in the second layer are designed to reproduce the regional
characteristics and link them together. Figure 6 shows a pos-
sible task division for the neurons in each hidden layer to
implement the local and global device characteristics. Sim-
ilar to the input partition of the subthreshold and above
threshold in Fig. 4, the neurons (or group) A–C divide the
two-dimensional inputs, e.g., neurons A and B work in the
subthreshold prior to drain saturation, while neuron(s) C will
take over the drain saturation region. The regional character-
istics are similar to the drift or diffusion properties in Fig. 4,
and it is expected that at least four neurons are needed for
roughly four operation regions. Neurons in the second hid-
den layer switch between the divided operation regions and
provide the regional outputs. Figure 6b shows one example
that the neuron(s) E only contributes to the above thresh-
old region. At the same time, smooth transitions at the local
region boundaries are promised by the neuron activation
functions, forming the global features. More than two neu-
rons are expected considering the interactions of the gate
and drain voltages in transistor physics, e.g., the saturation
drain voltage depends on the gate voltage. The similarity
between the ANN fundamental principle (superpositions of
continuous sigmoidal functions to form the complete func-
tional space [12]) and the transistor physics (superpositions
of drift/diffusion transports or distinguishable carrier statis-
tics of ballistic transport) motivates the use of ANNs with
two hidden layers for the transistor modeling.

A sensitivity analysis quantizes the above ANN designs.
The neuron sensitivity is defined as the partial derivative
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Fig. 6 An ANN model with two hidden layers for a generic three-
terminal transistor modeling. a The local regions partition is done in the
ANN first hidden layer. b Neurons in the second hidden layer connects
the local outputs smoothly to globally determine the transistor’s current

of the network output over one specific neuron output, and
derived based on the chain rule. With d as the output, Ci, j

is the i th neuron output at the j th layer, g1, g2 and go are
the first, second hidden layer, and the output layer activation
functions,w is the network parameter (synapseweights)with
the superscript showing the layer (hidden layer or the output
layer) and the subscript showing the neuron’s index, the neu-
ron sensitivity is derived based on the chain rule:

∂d

∂C j
i

= g′
o ·

[
wo

pg
′
2 · w2

pk

]
, [i, j] = [p, o] or [k, 2] (5)

The network parameter matrix is assigned to implement the
local and global control in the first and second hidden layers,
respectively, over the output. The sensitivity is large if the
input combination falls into the local region handled by the
i th neuron, but small otherwise. The smooth transitions for
the global feature are reflected in the choices of the g acti-
vation functions which are always infinitely differentiable
sigmoidal functions. In the practical training, each specific
neuron is randomly assigned the task as shown inFig. 6which
does not affect the final results.

The above knowledge-based sizing technique suggests an
ANN of (2-4-2-1) as the initial guess. Starting from that and
increasing the number of neurons for accuracy improvement,
it turns out that ANN with the size of (2-4-4-1) works for
generic transistor modeling. Due to the wide data availabil-
ity, FinFETs are used here to represent an emerging device.
Figure 7 plots the generalizations of the ANN model trained
for FinFETs (30nm gate length). The activation functions
in the first and second hidden layers are chosen as tansig,
logsig, respectively. Considering that the tansig is just the
logsig function biased and rescaled, or vice versa, they are
equivalent from the mathematic modeling perspective. The
short-channel effects, mobility degradations, and velocity
saturations observed in the transistor are all reproduced. The
model is accurate in reproducing the FinFET current–voltage
characteristics, the conductance and transconductance, and
higher-order derivatives. At the same time, the accuracy is
also achieved with model extrapolations to voltage biases
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Fig. 7 A properly sized ANN model of (2-4-4-1) with 37 parameters
exactly reproduces a short-channel FinFET characteristics. The model
has good generalizations for a transfer curve and b output curves within
the trained bias range, and can also extrapolate well 0.2V beyond the
operation voltage. The inset shows the Gummel symmetry tests

beyond the dataset range. The device data in Fig. 7 are
collected on purpose for generalization validations of the
reference model, in addition to the sparse dataset for model
training in Fig. 4b. They are not necessary for general ANN
training.

The ANN sizing is accompanied with amodel verification
step, similar to the common device modeling practice. With
increasing the number of neurons, each ANN is trained and
the obtained model is examined. The examinations include
four benchmarks:

1. Mean square error (MSE) of the trained ANN model
against the sparse dataset.MSEof the trainedANNmodel
is defined similar to that of a physics-based model:

MSE =
√
√
√
√ 1

T

T∑

i=1

(
yi (Vgs, Vds) − di (Vgs, Vds)

Ithreshold

)2

(6)
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where Ithreshold is a custom current (e.g., the maxi-
mum current in the dataset). For a noiseless dataset, a
critical MSE of 0.2% is found for well-trained ANN
models.

2. Monotonicity and accuracy of the model first-order
derivative against the sparse dataset. A transistor’s con-
ductance and transconductance is analytically derived
assuming I N i as the i th input:

∂d

∂INi
= g′

o ·
[
wo

jpg
′
2 ·

(
w2

pkg
′
1 · w1

ki

)]
(7)

Full expressions of the device conductance are obtained
by including the preprocessing functions and the input/
output normalizations in the chain rule of Eq. (7).While a
major transistor category showspositive conductance and
transconductance over its operation regions, the ANN
model first-order derivative is checked into a positive
sign.

3. Monotonicity of the model first-order derivative in inter-
polation and extrapolations. An ANN model with a least
number of neurons gives monotonic first-order deriva-
tives for inputs beyond the sparse dataset in Fig. 4b (all
the interpolated inputs and certain extrapolated inputs,
e.g., beyond 20% of the supply voltage).

4. Sum of squares of the ANN model parameter w. The
Bayesian regularization (BR)-based BP methods incor-
porate a philosophy that the sum of squares of the ANN
model parameters is an indicator for the ANN model
generalization ability. The smaller this sum is, the lesser
chance for the over-fitting problem [8].

The obtained ANN of two hidden layers (2-4-4-1) is
a reference for a generic three-terminal transistor model.
This ANN is applied to model one p-type transistor with
noisy characteristics considering that the measured device is
alwaysmixedwith noise. Figure 8 shows that theANNmodel
provides a smooth fitting to the noisy data. No additional
data preprocessing or smoothing is needed besides the one
in Sect. 3. It is more important to apply the BR-based back-
propagation method to avoid over-fitting to the noisy data.
After training, the device conductance/transconductance is
still available and smooth. Furthermore, the above ANN
model should work for other emerging devices since it
does not distinguish the transistor physics. As verified by
other different transistors’ data, the ANNmodel of (2-4-4-1)
works for steep slope tunneling FETs [9] as one additional
example. Slight adjustment to the ANN size may be sub-
ject to the emerging device behaviors with the above sizing
technique.

Fig. 8 Reference ANN of (2-4-4-1) works when the training dataset in
Fig. 3b is mixedwith noise. A continuous and smoothmodel is obtained
in which the derivatives are still available and not affected by the noise

5 ANN model in circuit simulations

The above ANN model is extended for practical circuit sim-
ulations by considering the model feature enrichments and
implementations into circuit simulators.

First, an ANN model is developed for multiple FinFETs
with length scaling (from 30 to 230nm). Device physics indi-
cates that more complex mathematics are involved around
the minimum gate length due to short-channel effects and so
on, a smaller step in the gate length dimension is needed
when constructing the training dataset. This knowledge-
based data collection follows the same philosophy as in
parameter extractions of a physics-basedmodel [10]. In total,
six lengths (30, 50, 80, 130, 180, 230nm) are sampled and
the sparse dataset in Fig. 3b for each transistor gate length is
combined as the training data. Since gate length is the third
model input besides two terminal voltages, the initial guess
of the ANN size becomes (3-4-4-1). It turns out that with
only one more extra neuron in each hidden layer, one ANN
model of (3-5-5-1) reproduces the complex FinFET scaling
behaviors on the short-channel effects, the carrier velocity
saturations, etc. Figure 9 plots the generalization properties
of such a generic ANN model in both the voltage and geom-
etry dimension. Aided by the proposed four benchmarks, the
obtained ANN model has superior generalization abilities in
both the voltage dimension and gate length dimension, and
has predictive abilities for further scaling. The overall MSE
according to Eq. (1) reaches 1%, which is a challenging task
for other modeling approaches.

Another generic ANN model is trained for a transistor’s
gate and drain terminal charge, as shown in Fig. 10. The
dataset patterning of the total terminal charge (including
both the intrinsic and extrinsic charge) is shown as the inset.
Similar to the sparse dataset in Fig. 4b, a nongrid pattern is
identified based on the knowledge about the terminal charge.
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Fig. 10 An ANN model of (2-4-2) is developed to reproduce the gate
charge of a short-channel transistor with the network sizing technique.
High accuracy is achieved within and beyond the operation voltage.
Inset shows the sparse dataset for training

Thedevelopedmodel pruning technique is practiced to obtain
the number of neurons. An ANNmodel (2-4-2) is confirmed
for modeling the gate and drain charge simultaneously. The
model generalizes well. Terminal capacitances are obtained
with the ANN derivatives similar to Eq. (7) that can be used
together with the terminal chargemodel in circuit simulators.

With these features, a reasonable amount of parame-
ters, and the powerful modern ANN training algorithms,
a complete compact model for generic transistors cover-
ing the interested features is readily applicable in circuit
simulations. The conductance and transconductance from a
compact model required by the circuit simulators like SPICE
is available once the ANN model is trained. They are regu-
lar expressions and higher-order differentiable. At the same
time, a well-behaved compact model in a circuit simula-
tor is able to handle bias voltages from negative infinite to
positive infinite for the convergence of Newton iterations.

Fig. 11 Circuit simulations with the ANN model in comparison with
the BSIM. a DC simulation results of a CMOS inverter. b Transient
simulation results of a 17-stage ring oscillator (RO). High accuracies
are achieved

While this is a common issue for compact model develop-
ments [13] including physics-based models, the ANNmodel
naturally satisfies this requirement due to the self-saturating
sigmoidal activation functions. In other words, the limiting
functions in a physics-basedmodel are embedded in theANN
model itself. In case of the abnormal bias voltages when
those derivatives are close to zero, theminimum conductance
method is used for the simulation convergences.

The ANN model has been implemented into a simulator
with Verilog-A and gone through simulation convergence
and accuracy tests. With a sparse dataset in Fig. 3b generated
by the BSIM-CMGmodel (ver.108.0.0) [14], an ANNmodel
with the size of (2-4-4-1) is trained. The DC simulations
of one CMOS inverter and the transient simulations of one
17-stage ring oscillator are shown in Fig. 11. Results of the
ANNmodel agree well with those of the BSIM-CMGmodel.
The designed ANN model works well in circuit simula-
tions with high accuracy benchmarked with a physics-based
model.

6 Conclusion

This work designs an artificial neural network for com-
pact modeling of generic transistors. One scheme of data
preprocessing is proposed and verified for the essential
model accuracy enhancement. Together with the proposed
sparse dataset patterning and the ANN sizing techniques,
a standard and easy-to-use compact modeling approach is
demonstrated. Its flexibility and accuracy for generic tran-
sistors in circuit simulations is verified after the ANNmodel
implementations into a circuit simulator.
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