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# 1.GENERAL

According to the format of the data as well as the style of the result, we got following processing steps as follows.

1. Process the data properly to meet the qualification of the classifier.
2. Do the regression experiment using some kind classifier, and check whether this classifier is capable of processing the given data.
3. Using the classifier mentioned above to do the classification experiment and get the result.
4. Modify the parameters of the classifier to get a better result.

Here is the flow chart.

![](data:image/png;base64,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)

We cleaned and filtered the whole dataset, then used a small subset of data to test the results of three candidate classifiers. Based on these results and empirical methods, we selected the best classifier – SVM. Then we conducted regression and classification experiment to get the feature combinations, and select one with greatest impact on the result. Finally, we reproduced and optimized the result in R.

# 2.DATA PROCESSING

## 2.1. processing of ICI data

There were 34 columns and 1941 rows in the ICI data, which containing former 27 columns as input columns and latter 7 columns as output columns. The data in the input columns were complete and with proper format, so that the classifier could use them straightly. Yet there were 7 output columns, and the result of each column could be 0 or 1, so there were 2^7=128 kinds of result in total in theory. But we found that in fact there was and only one column turned out to be 1 in seven columns and the rest six columns turned out to be 0. So there were 7 kinds of result finally. After the processing, there was only 1 output column with 7 kinds, which were 1,2,3,4,5,6,7, respectively.

## 2.2. processing of FACTORY data

There were 215 columns and 1000 rows in the factory data, which containing 23rd to 26th columns as input columns and the rest as output columns. There existed problems of incompletion of data and incapability of processing. The detailed processing was as follows.

### 2.2.1 process of output columns

The 23rd column was the result (code) of first inspection and the 24th column was the description in Japanese of the 23rd column. The 25th column was the result (code) of the final inspection and the 26th column was the description in Japanese of the 25th column. We didn’t need the result of the first inspection as the final output, so we could discard column 23, 24 and 26 as the result description was useless in our experiment.

### 2.2.2 Discard invalid data

There were some invalid rows in that they lack of data of some columns, which was marked by ‘NA’. As these rows of data was of no use in our regression nor classification experiment, we just discarded these data, about 90 rows.

### 2.2.3 Replace the same data

There existed some columns in which the data is totally identical to each other. These data were useless in our processing of data because they could not help us find the separation line/hyper plane during the classification experiment. So, all of the data in these columns were replaced with ‘0’ to get rid of the disturb, about 12 columns. What’s more, these data were in the same columns where they used to be, so that we could find the position of the columns according to the initial data straightly rather than counting from the beginning clumsily.

### 2.2.4 Transform data properly

Data in some columns were hard to process during the regression/classification experiment, in that they were not real numbers. On this condition, we handled the data as follows.

1. There existed letters/words in some column, and we just regarded these columns as invalid columns. They usually were in shape of description, date, etc. They were replaced with ‘0’ or ‘1’ simply. For convenience, the serial numbers of columns will be showed in an excel. They were column X, Z, AL, AM, AR, AS, AW, AX, BM, EQ, FA, GG.
2. Data in some columns appeared with some symbols, such as ‘-’ or ‘\_’. In order to get the real numbers as the proper data, we just striped or replaced these symbols or just retain some number in given positions to transform the data into the real number. They were column G, AO, AU, AY, EP, EZ, GF.
3. Although there were some data in the shape of time or date, they were of some use as a matter of experience. Data in these columns were transformed into a integer to show the time. They were column AJ and AK.
4. In some columns, there existed only two kinds of data, but they were very different with each other and they were too big. For convenience, we transformed one of these two kind of data into ‘1’ and the other was ‘0’. They are column S, FU, FW, FX.

# 3.CLASSIFIER CHOICE

There were 3 classifiers in our plan to choose, which were SVM, MaxEnt and KNN. Each one has its own advantages and shortcomings.

## 3.1 KNN

KNN is a kind of unsupervised learning method. It just lumps the neighbor points together to form a class after iteration.

1. simple and effICIent
2. low cost to re-train
3. the time and space complexity is linear with the scale of the corpus
4. if there exist many overlaps and intersections among the classes, KNN will function better, in that KNN classifies the data according to the position of each data point in the hyper space rather than the kinds of classes.
5. KNN is good at processing big corpus
6. KNN is a lazy learning method, thus it’s slower than most methods
7. category score is not standardized
8. hard to interpret the output
9. large calculation

## 3.2 SVM

SVM (reference [2]) is a mature classifier extensively applied on industries.

1. SVM is good at processing small corpus
2. improve the generalization performance
3. solve the high-dimensional problem
4. solve the non-linear problem
5. avoid the problem of the neural network structure choice and local minima
6. sensitive to the loss of data
7. no unified solution to the non-linear problem

## 3.3 MaxEnt

MaxEnt is a classifier which has good performance in some fields, especially NLP

1. just focus on the choice of features, rather than the combination of features.
2. the parameters can be smoothed without regular smoothing algorithms
3. fast, effICIent, result is of good persuasion

After conducting some experiments with small corpus, we decided to use the SVM to do the whole job. The reasons are as follows.

MaxEnt is good at processing linguistic segments such as sentences, words, rather than real numbers. KNN is a unsupervised classifying method, so it could be disturbed by the large scale of the features. The number of rows of data was about 1000 and 2000, respectively, which were quite small, while the number of features are fairly large. And empirically speaking, this kind of classifying work was usually done by SVM, so we pick it.

# 4.REGRESSION EXPERIMENT

There are different kinds of kernels of SVM, and we used epsilon-SVR and nu-SVR respectively to conduct the regression experiment. The basic feature choosing strategy is a kind of greedy algorithm. On one hand we train the corpus with merely one input column (which is feature, the same below) and get the result (training #1), thus the better the result was, the feature the more important was. On the other hand we train the corpus using the whole feature combination but the chosen one below (training #2), thus the worse the result was, the feature the more important was.

## 4.1 results on ICI data

Here are two tables using different type of kernel, showing the result of regression experiment which took the raw dataset as input. They illustrated the capability of being separated correctly by the classifier of each feature.

Attention: epsilon stood for the kernel type, ‘single’ stood for training #1 while ‘reverse’ stood for training #2, which are illustrated in the paragraph below.

MSR = Mean squared error, the smaller the better.

SCC = Squared correlation coefficient, the closer to 1 the better.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ICI |  |  |  |
| kernel | epsilon-SVR |  |  |  |
|  | single |  | reverse |  |
| features | MSR | SCC | MSR | SCC |
| A | 4.56917 | 0.126794 | 5.03551 | 0.000500628 |
| B | 4.40277 | 0.130173 | 5.03551 | 0.000500628 |
| C | 5.0354 | 2.53E-05 | 5.03596 | 0.000817621 |
| D | 5.03165 | 4.84E-05 | 5.03596 | 0.000817621 |
| E | 4.63477 | 0.0600243 | 5.03596 | 0.000817621 |
| F | 4.68938 | 0.0893899 | 5.03596 | 0.000817621 |
| G | 4.67362 | 0.0968772 | 5.03596 | 0.000817621 |
| H | 5.01336 | 0.00323708 | 5.03596 | 0.000817621 |
| I | 4.77613 | 0.0960175 | 5.03596 | 0.000817621 |
| J | 5.73515 | 0.00275156 | 5.03596 | 0.000817621 |
| K | 4.14202 | 0.216261 | 5.03593 | 0.000798755 |
| L | 5.10902 | 0.0071919 | 5.03596 | 0.000817621 |
| M | 5.10902 | 0.0071919 | 5.03596 | 0.000817621 |
| N | 5.2832 | 0.0926946 | 5.03596 | 0.000817621 |
| O | 4.7446 | 0.10349 | 5.03596 | 0.000817621 |
| P | 5.68306 | 0.00391798 | 5.03596 | 0.000817621 |
| Q | 5.21392 | 0.0121271 | 5.03596 | 0.000817621 |
| R | 5.02417 | 0.0663145 | 5.03596 | 0.000817621 |
| S | 4.97051 | 0.0380861 | 5.03596 | 0.000817621 |
| T | 5.30938 | 0.0242209 | 5.03596 | 0.000817621 |
| U | 5.59027 | 0.00051342 | 5.03596 | 0.000817621 |
| V | 4.43212 | 0.131264 | 5.03596 | 0.000817621 |
| W | 4.61665 | 0.114962 | 5.03596 | 0.000817621 |
| X | 4.37359 | 0.113722 | 5.03596 | 0.000817621 |
| Y | 5.06599 | 0.011091 | 5.03596 | 0.000817621 |
| Z | 5.73728 | 0.000891975 | 5.03596 | 0.000817621 |
| AB | 4.95343 | 0.0679797 | 5.03596 | 0.000817621 |

table 1. regression on ICI data using epsilon-SVR

From the table above we could get some important features, which had lower MSR, say, less than 5.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ICI |  |  |  |
| kernel | nu-SVR |  |  |  |
|  | single |  | reverse |  |
| features | MSR | SCC | MSR | SCC |
| A | 4.20752 | 0.0981131 | 4.59624 | 6.86E-05 |
| B | 4.13051 | 0.105006 | 4.59624 | 6.86E-05 |
| C | 4.59562 | 6.72E-05 | 4.59673 | 0.000592669 |
| D | 4.59392 | 0.000535612 | 4.59673 | 0.000592669 |
| E | 4.53098 | 0.0234467 | 4.59673 | 0.000592669 |
| F | 4.49199 | 0.0444134 | 4.59673 | 0.000592669 |
| G | 4.39694 | 0.0590242 | 4.59673 | 0.000592669 |
| H | 4.5807 | 0.00323949 | 4.59673 | 0.000592669 |
| I | 4.28665 | 0.0758236 | 4.59673 | 0.000592669 |
| J | 4.67586 | 0.00014023 | 4.59673 | 0.000592669 |
| K | 3.95161 | 0.192411 | 4.5967 | 0.000548998 |
| L | 4.6203 | 0 | 4.59673 | 0.000592669 |
| M | 4.6203 | 0 | 4.59673 | 0.000592669 |
| N | 4.1051 | 0.108153 | 4.59673 | 0.000592669 |
| O | 4.23493 | 0.102119 | 4.59673 | 0.000592669 |
| P | 4.62021 | 0.00370721 | 4.59673 | 0.000592669 |
| Q | 4.62025 | 0.00147174 | 4.59673 | 0.000592669 |
| R | 4.60808 | 0.0395117 | 4.59673 | 0.000592669 |
| S | 4.61987 | 0.00755841 | 4.59673 | 0.000592669 |
| T | 4.62001 | 0.0363257 | 4.59673 | 0.000592669 |
| U | 4.62031 | 9.57E-06 | 4.59673 | 0.000592669 |
| V | 4.39763 | 0.132478 | 4.59673 | 0.000592669 |
| W | 4.39611 | 0.102129 | 4.59673 | 0.000592669 |
| X | 4.20125 | 0.116075 | 4.59673 | 0.000592669 |
| Y | 4.61082 | 0.00408828 | 4.59673 | 0.000592669 |
| Z | 4.62025 | 0.00281365 | 4.59673 | 0.000592669 |
| AB | 4.5207 | 0.0290069 | 4.59673 | 0.000592669 |

table 2. regression on ICI data using nu-SVR

The same as above, we could get some important features via different kernel, say, have MSR closer to 4.

## 4.2 results on FACTORY data

The explanation of the titles was as same as the ICI part.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ICI |  |  |  |
| kernel | epsilon-SVR |  |  |  |
|  | single |  | reverse |  |
| features | MSR | SCC | MSR | SCC |
| A | 0.159697 | 0.469481 | 0.282314 | 0.000411919 |
| B | 0.196744 | 0.479791 | 0.282443 | 1.60E-05 |
| C | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| D | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| E | 0.238032 | 0.475612 | 0.282699 | 9.24E-05 |
| F | 0.158856 | 0.473275 | 0.282234 | 0.000715927 |
| G | 1568.8 | 0.0183575 | 0.282557 | 0.000161982 |
| H | 0.284211 | 5.22E-16 | 0.282781 | 6.97E-05 |
| I | 0.284211 | 5.22E-16 | 0.282786 | 9.54E-05 |
| J | 0.284211 | 2.36E-16 | 0.28219 | 0.000537251 |
| K | 0.158877 | 0.47322 | 0.282182 | 0.000676436 |
| L | 0.284211 | 5.22E-16 | 0.282607 | 0.000190181 |
| M | 0.284211 | 1.45E-16 | 0.28219 | 0.000537251 |
| N | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| O | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| P | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| Q | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| R | 0.202111 | 0.390664 | 0.282594 | 0.000215205 |
| S | 0.284211 | 4.78E-16 | 0.28219 | 0.000537251 |
| T | 54.9084 | 0.0157187 | 0.282487 | 7.84E-05 |
| U | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| V | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| W | 0.295223 | 0.00273253 | 0.282322 | 0.000552984 |
| X | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| Y | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| Z | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AA | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AB | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AC | 0.284211 | 8.11E-16 | 0.28219 | 0.000537644 |
| AD | 0.284211 | 8.11E-16 | 0.28219 | 0.000537644 |
| AE | 0.287457 | 0.000379279 | 0.282188 | 0.000582952 |
| AF | 0.237178 | 0.479198 | 0.28256 | 5.18E-05 |
| AG | 0.0110247 | 0.996149 | 0.28219 | 0.000537235 |
| AH | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AI | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AJ | 0.298676 | 0.00114905 | 0.282254 | 0.000362535 |
| AK | 0.159226 | 0.438839 | 0.282533 | 0.00024994 |
| AL | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AM | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AN | 0.284211 | 8.58E-16 | 0.282188 | 0.00054709 |
| AO | 288.022 | 0.26323 | 0.282454 | 0.000162078 |
| AP | 0.301977 | 0.000159244 | 0.282165 | 0.000881181 |
| AQ | 0.237191 | 0.479195 | 0.282678 | 0.000190934 |
| AR | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AS | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AT | 0.284211 | 1.47E-16 | 0.28219 | 0.000537251 |
| AU | 11.2039 | 0.0494116 | 0.282211 | 0.000291396 |
| AV | 0.284211 | 5.22E-16 | 0.282164 | 0.000884521 |
| AW | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AX | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| AY | 1568.8 | 0.0183575 | 0.282529 | 9.18E-05 |
| AZ | 0.306307 | 0.000723236 | 0.282483 | 0.00017234 |
| BA | 0.237152 | 0.4792 | 0.282671 | 0.000116043 |
| BB | 0.284211 | 2.75E-16 | 0.282188 | 0.000546655 |
| BC | 0.284211 | 1.73E-16 | 0.282188 | 0.000546655 |
| BD | 0.284126 | 0.0145098 | 0.28219 | 0.00053785 |
| BE | 0.283932 | 0.0230088 | 0.282187 | 0.000549247 |
| BF | 0.284015 | 0.0158456 | 0.282187 | 0.000551844 |
| BG | 0.284066 | 0.0669828 | 0.282475 | 0.000268078 |
| BH | 0.234556 | 0.18169 | 0.281938 | 0.0022128 |
| BI | 0.283988 | 0.0153212 | 0.28219 | 0.000537487 |
| BJ | 0.284115 | 0.0190725 | 0.28219 | 0.00053731 |
| BK | 0.284234 | 9.36E-05 | 0.282354 | 0.00025372 |
| BL | 0.19912 | 0.294375 | 0.282719 | 0.000138813 |
| BM | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BN | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BO | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BP | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BQ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BR | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BS | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BT | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BU | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BV | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BW | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BX | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BY | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| BZ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CA | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CB | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CC | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CD | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CE | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CF | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CG | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| CH | 0.284211 | 1.71E-16 | 0.28219 | 0.000537251 |
| CI | 0.284211 | 5.22E-16 | 0.282573 | 4.08E-05 |
| CJ | 0.284211 | 1.71E-16 | 0.282398 | 0.000403813 |
| CK | 0.284162 | 0.00262834 | 0.282535 | 0.00021814 |
| CL | 0.284196 | 0.00177106 | 0.282536 | 0.000216376 |
| CM | 0.28424 | 0.000114465 | 0.282461 | 0.00028666 |
| CN | 0.28424 | 0.00260126 | 0.282461 | 0.00028666 |
| CO | 0.284135 | 0.00537217 | 0.282179 | 0.000538933 |
| CP | 0.28418 | 0.000147051 | 0.282178 | 0.000546373 |
| CQ | 0.284214 | 0.00754563 | 0.28219 | 0.000517044 |
| CR | 0.284158 | 0.0353891 | 0.282179 | 0.000538933 |
| CS | 0.284154 | 0.0565272 | 0.282178 | 0.000546372 |
| CT | 0.284222 | 0.00284029 | 0.282182 | 0.000542879 |
| CU | 0.284184 | 0.00441765 | 0.282328 | 0.000247203 |
| CV | 0.284205 | 0.000515637 | 0.282328 | 0.000247203 |
| CW | 0.284215 | 0.00147177 | 0.282184 | 0.000544282 |
| CX | 0.284218 | 0.000428997 | 0.28219 | 0.000521966 |
| CY | 0.284262 | 0.0051356 | 0.282676 | 0.00010177 |
| CZ | 0.284226 | 0.00821777 | 0.282667 | 0.000104441 |
| DA | 0.124036 | 0.572273 | 0.282547 | 0.000217877 |
| DB | 0.284207 | 0.00202072 | 0.28219 | 0.000537251 |
| DC | 0.261313 | 0.0728683 | 0.282722 | 0.000214656 |
| DD | 0.284211 | 7.75E-17 | 0.28219 | 0.000537251 |
| DE | 0.261037 | 0.0750526 | 0.282482 | 0.000166835 |
| DF | 0.284211 | 5.22E-16 | 0.28258 | 4.00E-05 |
| DG | 0.284211 | 5.22E-16 | 0.282185 | 0.000532148 |
| DH | 0.283521 | 0.0104563 | 0.282465 | 0.000131239 |
| DI | 0.290794 | 0.000893861 | 0.28215 | 0.000354962 |
| DJ | 0.292704 | 0.00719435 | 0.282329 | 0.000332117 |
| DK | 0.283248 | 0.0141901 | 0.282231 | 0.000381028 |
| DL | 0.283635 | 0.00583833 | 0.2824 | 0.000108631 |
| DM | 0.272293 | 0.0373239 | 0.28232 | 0.000126639 |
| DN | 0.292157 | 0.00468643 | 0.282592 | 0.00014061 |
| DO | 0.279288 | 0.0204962 | 0.28236 | 0.000199014 |
| DP | 0.274936 | 0.0353964 | 0.282452 | 0.000255112 |
| DQ | 0.235689 | 0.175031 | 0.282503 | 0.000215933 |
| DR | 0.286413 | 0.00863141 | 0.282547 | 0.000312237 |
| DS | 0.284031 | 0.00104994 | 0.282416 | 0.000291193 |
| DT | 0.297314 | 0.000873449 | 0.282286 | 0.00043958 |
| DU | 0.275672 | 0.0336833 | 0.282538 | 0.00035164 |
| DV | 0.288242 | 0.0255946 | 0.282467 | 0.000288507 |
| DW | 0.266573 | 0.061675 | 0.28244 | 0.000185309 |
| DX | 0.281473 | 0.0259592 | 0.282535 | 0.000191121 |
| DY | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| DZ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EA | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EB | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EC | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| ED | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EE | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EF | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EG | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EH | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EI | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EJ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EK | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EL | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EM | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EN | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EO | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| EP | 283.31 | 0.259966 | 0.282382 | 0.000458568 |
| EQ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| ER | 0.284211 | 5.22E-16 | 0.282337 | 0.000260717 |
| ES | 0.284211 | 5.22E-16 | 0.282342 | 0.000260793 |
| ET | 0.284211 | 2.92E-16 | 0.28219 | 0.000537251 |
| EU | 0.229414 | 0.481249 | 0.282133 | 0.000403955 |
| EV | 0.284211 | 5.22E-16 | 0.282257 | 0.000709353 |
| EW | 0.229363 | 0.481258 | 0.282368 | 0.000219113 |
| EX | 0.284211 | 5.22E-16 | 0.28219 | 0.000537153 |
| EY | 0.284211 | 4.61E-16 | 0.28219 | 0.000537251 |
| EZ | 1571.1 | 0.0190979 | 0.282313 | 0.000189961 |
| FA | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FB | 0.284211 | 1.30E-16 | 0.28219 | 0.000537251 |
| FC | 0.284211 | 1.30E-16 | 0.28219 | 0.000537251 |
| FD | 0.230417 | 0.487604 | 0.282494 | 0.000165675 |
| FE | 0.230417 | 0.487604 | 0.282494 | 0.000165675 |
| FF | 0.284211 | 5.22E-16 | 0.282279 | 0.00066047 |
| FG | 0.284211 | 2.13E-16 | 0.282185 | 0.00053603 |
| FH | 0.181913 | 0.365785 | 0.282494 | 0.000165675 |
| FI | 0.284211 | 5.22E-16 | 0.282488 | 0.00016573 |
| FJ | 0.284085 | 0.186497 | 0.28219 | 0.000537251 |
| FK | 0.284211 | 3.81E-16 | 0.28252 | 0.000124944 |
| FL | 0.229757 | 0.488147 | 0.282275 | 0.000773295 |
| FM | 0.229569 | 0.488555 | 0.282175 | 0.000641749 |
| FN | 0.22954 | 0.488321 | 0.282171 | 0.000542118 |
| FO | 0.284211 | 5.22E-16 | 0.28252 | 0.000124944 |
| FP | 0.229862 | 0.487965 | 0.282275 | 0.000773295 |
| FQ | 0.229569 | 0.488555 | 0.282175 | 0.000641749 |
| FR | 0.22954 | 0.488321 | 0.282171 | 0.000542118 |
| FS | 0.284211 | 2.24E-16 | 0.28219 | 0.000537251 |
| FT | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FU | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FV | 0.284211 | 5.22E-16 | 0.282327 | 0.000218834 |
| FW | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FX | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FY | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| FZ | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GA | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GB | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GC | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GD | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GE | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GF | 11.2039 | 0.0494116 | 0.282228 | 0.000517236 |
| GG | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GH | 0.284211 | 5.22E-16 | 0.282456 | 0.000189013 |
| GI | 0.284211 | 5.22E-16 | 0.282463 | 0.000188829 |
| GJ | 0.284211 | 1.75E-15 | 0.28219 | 0.000537251 |
| GK | 0.284211 | 5.22E-16 | 0.282243 | 0.000554943 |
| GL | 0.284211 | 5.22E-16 | 0.282169 | 0.000606276 |
| GM | 0.284211 | 5.22E-16 | 0.282359 | 0.000224482 |
| GN | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| GO | 0.284211 | 5.22E-16 | 0.28216 | 0.000631482 |
| GP | 0.237262 | 0.479168 | 0.282189 | 0.000541914 |
| GQ | 0.263397 | 0.066871 | 0.281733 | 0.00219577 |
| GR | 0.224253 | 0.210014 | 0.282926 | 0.000458821 |
| GS | 0.245332 | 0.137544 | 0.282221 | 0.000718864 |
| GT | 0.287436 | 0.000304578 | 0.282517 | 0.000240093 |
| GU | 0.164068 | 0.437177 | 0.282197 | 0.000501678 |
| GV | 0.284211 | 4.82E-16 | 0.28219 | 0.000537629 |
| GW | 0.284211 | 3.35E-16 | 0.28219 | 0.000538066 |
| GX | 0.284211 | 2.46E-16 | 0.282182 | 0.000566807 |
| GY | 0.284211 | 2.28E-16 | 0.28219 | 0.00053797 |
| GZ | 0.284211 | 2.02E-16 | 0.282187 | 0.000572776 |
| HA | 0.284211 | 4.58E-16 | 0.282192 | 0.000572159 |
| HB | 0.284211 | 2.72E-16 | 0.28219 | 0.000537938 |
| HC | 0.284211 | 2.18E-16 | 0.28219 | 0.000537568 |
| HD | 0.284211 | 6.40E-16 | 0.28219 | 0.000537268 |
| HE | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| HF | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |
| HG | 0.284211 | 5.22E-16 | 0.28219 | 0.000537251 |

table 3. regression on FACTORY data using epsilon-SVR

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
| kernel | nu-SVR |  |  |  |
|  | single |  | reverse |  |
| features | MSR | SCC | MSR | SCC |
| A | 0.165371 | 0.473318 | 0.286226 | 0.000879012 |
| B | 0.197806 | 0.479708 | 0.28619 | 0.00028138 |
| C | 0.304679 | nan | 0.286396 | 0.000849354 |
| D | 0.304679 | nan | 0.286396 | 0.000849354 |
| E | 0.252437 | 0.479201 | 0.286706 | 5.84E-07 |
| F | 0.165399 | 0.473244 | 0.286166 | 0.000891275 |
| G | 3708.43 | 0.00162672 | 0.28587 | 0.000242886 |
| H | 0.304679 | nan | 0.286167 | 1.39E-05 |
| I | 0.304679 | nan | 0.286045 | 1.51E-05 |
| J | 0.304679 | nan | 0.286396 | 0.000849354 |
| K | 0.165373 | 0.47332 | 0.286381 | 0.00073947 |
| L | 0.304679 | nan | 0.286009 | 8.05E-07 |
| M | 0.304679 | 0 | 0.286396 | 0.000849354 |
| N | 0.304679 | nan | 0.286396 | 0.000849354 |
| O | 0.304679 | nan | 0.286396 | 0.000849354 |
| P | 0.304679 | nan | 0.286396 | 0.000849354 |
| Q | 0.304679 | nan | 0.286396 | 0.000849354 |
| R | 0.203134 | 0.390821 | 0.287095 | 1.54E-05 |
| S | 0.304679 | 0 | 0.286396 | 0.000849354 |
| T | nan | nan | 0.286616 | 0.000233359 |
| U | 0.304679 | nan | 0.286396 | 0.000849354 |
| V | 0.304679 | nan | 0.286396 | 0.000849354 |
| W | 0.316452 | 0.00257608 | 0.285969 | 0.000749802 |
| X | 0.304679 | nan | 0.286396 | 0.000849354 |
| Y | 0.304679 | nan | 0.286396 | 0.000849354 |
| Z | 0.304679 | nan | 0.286396 | 0.000849354 |
| AA | 0.304679 | nan | 0.286396 | 0.000849354 |
| AB | 0.304679 | nan | 0.286396 | 0.000849354 |
| AC | 0.304679 | 4.35E-17 | 0.286396 | 0.000849843 |
| AD | 0.304679 | 4.35E-17 | 0.286396 | 0.000849843 |
| AE | 0.30711 | 0.000479264 | 0.286369 | 0.00090735 |
| AF | 0.252431 | 0.479181 | 0.286297 | 0.00011726 |
| AG | 0.00108817 | 0.99615 | 0.286396 | 0.000849335 |
| AH | 0.304679 | nan | 0.286396 | 0.000849354 |
| AI | 0.304679 | nan | 0.286396 | 0.000849354 |
| AJ | 0.305149 | 0.00117467 | 0.286423 | 0.000483658 |
| AK | 0.16565 | 0.434831 | 0.286013 | 4.15E-05 |
| AL | 0.304679 | nan | 0.286396 | 0.000849354 |
| AM | 0.304679 | nan | 0.286396 | 0.000849354 |
| AN | 0.304679 | nan | 0.286395 | 0.000860945 |
| AO | 285.861 | 0.263531 | 0.28662 | 0.000322806 |
| AP | 0.31961 | 0.000156672 | 0.286159 | 0.00129746 |
| AQ | 0.252337 | 0.479196 | 0.286067 | 2.06E-07 |
| AR | 0.304679 | nan | 0.286396 | 0.000849354 |
| AS | 0.304679 | nan | 0.286396 | 0.000849354 |
| AT | 0.304679 | 0 | 0.286396 | 0.000849354 |
| AU | 8.14146 | 0.0419774 | 0.286543 | 0.000386563 |
| AV | 0.304678 | 0.000924599 | 0.286272 | 0.0013201 |
| AW | 0.304679 | nan | 0.286396 | 0.000849354 |
| AX | 0.304679 | nan | 0.286396 | 0.000849354 |
| AY | 3708.43 | 0.00162672 | 0.286375 | 0.000155033 |
| AZ | 0.322564 | 0.000604869 | 0.285853 | 0.000711179 |
| BA | 0.252478 | 0.479199 | 0.286164 | 3.36E-06 |
| BB | 0.304679 | 0 | 0.286395 | 0.000860409 |
| BC | 0.304679 | 0 | 0.286395 | 0.000860409 |
| BD | 0.304681 | 0.000364623 | 0.286396 | 0.000850063 |
| BE | 0.304714 | 0.0108046 | 0.286395 | 0.000863444 |
| BF | 0.304608 | 0.0635045 | 0.286395 | 0.000866475 |
| BG | 0.304526 | 0.166441 | 0.286066 | 0.000227037 |
| BH | 0.242416 | 0.182722 | 0.286115 | 0.00209626 |
| BI | 0.304673 | 0.0038303 | 0.286396 | 0.000849642 |
| BJ | 0.304638 | 0.0188206 | 0.286396 | 0.000849428 |
| BK | 0.304649 | 3.13E-05 | 0.286319 | 0.000190063 |
| BL | 0.203192 | 0.296403 | 0.286473 | 1.23E-06 |
| BM | 0.304679 | nan | 0.286396 | 0.000849354 |
| BN | 0.304679 | nan | 0.286396 | 0.000849354 |
| BO | 0.304679 | nan | 0.286396 | 0.000849354 |
| BP | 0.304679 | nan | 0.286396 | 0.000849354 |
| BQ | 0.304679 | nan | 0.286396 | 0.000849354 |
| BR | 0.304679 | nan | 0.286396 | 0.000849354 |
| BS | 0.304679 | nan | 0.286396 | 0.000849354 |
| BT | 0.304679 | nan | 0.286396 | 0.000849354 |
| BU | 0.304679 | nan | 0.286396 | 0.000849354 |
| BV | 0.304679 | nan | 0.286396 | 0.000849354 |
| BW | 0.304679 | nan | 0.286396 | 0.000849354 |
| BX | 0.304679 | nan | 0.286396 | 0.000849354 |
| BY | 0.304679 | nan | 0.286396 | 0.000849354 |
| BZ | 0.304679 | nan | 0.286396 | 0.000849354 |
| CA | 0.304679 | nan | 0.286396 | 0.000849354 |
| CB | 0.304679 | nan | 0.286396 | 0.000849354 |
| CC | 0.304679 | nan | 0.286396 | 0.000849354 |
| CD | 0.304679 | nan | 0.286396 | 0.000849354 |
| CE | 0.304679 | nan | 0.286396 | 0.000849354 |
| CF | 0.304679 | nan | 0.286396 | 0.000849354 |
| CG | 0.304679 | nan | 0.286396 | 0.000849354 |
| CH | 0.304679 | nan | 0.286396 | 0.000849354 |
| CI | 0.304659 | 0.0218827 | 0.286336 | 2.68E-05 |
| CJ | 0.304679 | nan | 0.286056 | 0.000627196 |
| CK | 0.304559 | 0.00828182 | 0.286586 | 2.41E-06 |
| CL | 0.304611 | 0.0298837 | 0.286566 | 1.52E-06 |
| CM | 0.304547 | 0.00359655 | 0.286052 | 0.000211497 |
| CN | 0.304653 | 0.00432912 | 0.286052 | 0.000211497 |
| CO | 0.304495 | 0.0138213 | 0.286425 | 0.000830432 |
| CP | 0.304601 | 0.00466723 | 0.286423 | 0.000838386 |
| CQ | 0.304647 | 0.00155819 | 0.286408 | 0.000827685 |
| CR | 0.304643 | 0.0487349 | 0.286425 | 0.000830432 |
| CS | 0.304712 | 0.0289995 | 0.286423 | 0.000838802 |
| CT | 0.304602 | 2.46E-06 | 0.286414 | 0.00086407 |
| CU | 0.304662 | 0.00217062 | 0.28696 | 7.71E-06 |
| CV | 0.304588 | 0.00656636 | 0.28696 | 7.71E-06 |
| CW | 0.304651 | 0.0152041 | 0.286439 | 0.000809818 |
| CX | 0.304659 | 0.000359745 | 0.286436 | 0.000802576 |
| CY | 0.304671 | 0.00303223 | 0.286187 | 2.64E-06 |
| CZ | 0.30467 | 0.00114534 | 0.286195 | 2.47E-06 |
| DA | 0.120567 | 0.578965 | 0.286564 | 2.45E-06 |
| DB | 0.304668 | 0.000634448 | 0.286396 | 0.000849354 |
| DC | 0.274283 | 0.0742529 | 0.28594 | 1.14E-05 |
| DD | 0.304681 | 0.00109191 | 0.286396 | 0.000849354 |
| DE | 0.273644 | 0.0795767 | 0.2868 | 1.13E-05 |
| DF | 0.304659 | 0.0218827 | 0.286351 | 3.63E-05 |
| DG | 0.304679 | nan | 0.28641 | 0.000845613 |
| DH | 0.301215 | 0.01071 | 0.28668 | 1.90E-05 |
| DI | 0.306686 | 0.00107786 | 0.286593 | 0.000450264 |
| DJ | 0.309107 | 0.00643972 | 0.286516 | 3.17E-05 |
| DK | 0.300544 | 0.0127994 | 0.286254 | 0.000440996 |
| DL | 0.301253 | 0.00657677 | 0.286615 | 1.35E-05 |
| DM | 0.288498 | 0.0368387 | 0.286808 | 3.72E-06 |
| DN | 0.307391 | 0.00438315 | 0.285948 | 0.000157329 |
| DO | 0.295483 | 0.0216352 | 0.286466 | 0.00022321 |
| DP | 0.291861 | 0.0338983 | 0.286197 | 3.92E-05 |
| DQ | 0.251957 | 0.166534 | 0.286316 | 6.20E-07 |
| DR | 0.301833 | 0.00923185 | 0.286098 | 4.02E-05 |
| DS | 0.303821 | 0.000644561 | 0.28631 | 3.59E-05 |
| DT | 0.313807 | 0.000512514 | 0.286229 | 0.000467152 |
| DU | 0.290174 | 0.0328268 | 0.285981 | 0.000279845 |
| DV | 0.299971 | 0.0253546 | 0.285799 | 0.000351183 |
| DW | 0.283826 | 0.0611075 | 0.28626 | 4.86E-05 |
| DX | 0.294249 | 0.0266527 | 0.286316 | 2.53E-05 |
| DY | 0.304679 | nan | 0.286396 | 0.000849354 |
| DZ | 0.304679 | nan | 0.286396 | 0.000849354 |
| EA | 0.304679 | nan | 0.286396 | 0.000849354 |
| EB | 0.304679 | nan | 0.286396 | 0.000849354 |
| EC | 0.304679 | nan | 0.286396 | 0.000849354 |
| ED | 0.304679 | nan | 0.286396 | 0.000849354 |
| EE | 0.304679 | nan | 0.286396 | 0.000849354 |
| EF | 0.304679 | nan | 0.286396 | 0.000849354 |
| EG | 0.304679 | nan | 0.286396 | 0.000849354 |
| EH | 0.304679 | nan | 0.286396 | 0.000849354 |
| EI | 0.304679 | nan | 0.286396 | 0.000849354 |
| EJ | 0.304679 | nan | 0.286396 | 0.000849354 |
| EK | 0.304679 | nan | 0.286396 | 0.000849354 |
| EL | 0.304679 | nan | 0.286396 | 0.000849354 |
| EM | 0.304679 | nan | 0.286396 | 0.000849354 |
| EN | 0.304679 | nan | 0.286396 | 0.000849354 |
| EO | 0.304679 | nan | 0.286396 | 0.000849354 |
| EP | 281.074 | 0.262086 | 0.286303 | 0.000799774 |
| EQ | 0.304679 | nan | 0.286396 | 0.000849354 |
| ER | 0.304679 | nan | 0.286865 | 3.76E-06 |
| ES | 0.304679 | nan | 0.28685 | 3.71E-06 |
| ET | 0.304679 | 4.90E-16 | 0.286396 | 0.000849354 |
| EU | 0.243782 | 0.481253 | 0.286976 | 1.20E-05 |
| EV | 0.304679 | 3.77E-17 | 0.286152 | 0.000927382 |
| EW | 0.243767 | 0.481253 | 0.286294 | 0.000304145 |
| EX | 0.304679 | 0 | 0.286396 | 0.000849789 |
| EY | 0.304679 | 0 | 0.286396 | 0.000849354 |
| EZ | 3706.07 | 0.00163996 | 0.286984 | 1.74E-06 |
| FA | 0.304679 | nan | 0.286396 | 0.000849354 |
| FB | 0.304679 | -4.90E-16 | 0.286396 | 0.000849354 |
| FC | 0.304679 | -4.90E-16 | 0.286396 | 0.000849354 |
| FD | 0.244653 | 0.487594 | 0.286813 | 2.94E-06 |
| FE | 0.244653 | 0.487594 | 0.286813 | 2.94E-06 |
| FF | 0.304679 | nan | 0.286117 | 0.000937072 |
| FG | 0.304679 | 1.55E-16 | 0.286411 | 0.000825812 |
| FH | 0.180953 | 0.365801 | 0.286813 | 2.94E-06 |
| FI | 0.304679 | nan | 0.286827 | 2.74E-06 |
| FJ | 0.304493 | 0.00532489 | 0.286396 | 0.000849354 |
| FK | 0.304636 | 0.0318438 | 0.286872 | 2.18E-06 |
| FL | 0.244178 | 0.488175 | 0.286075 | 0.00102854 |
| FM | 0.243716 | 0.488572 | 0.286378 | 0.000886778 |
| FN | 0.244032 | 0.488343 | 0.286439 | 0.000839698 |
| FO | 0.304622 | 0.0667928 | 0.286872 | 2.18E-06 |
| FP | 0.24411 | 0.488209 | 0.286075 | 0.00102854 |
| FQ | 0.243716 | 0.488572 | 0.286378 | 0.000886778 |
| FR | 0.244032 | 0.488343 | 0.286439 | 0.000839698 |
| FS | 0.304683 | 0.00041653 | 0.286396 | 0.000849354 |
| FT | 0.304679 | nan | 0.286396 | 0.000849354 |
| FU | 0.304679 | nan | 0.286396 | 0.000849354 |
| FV | 0.304679 | nan | 0.286319 | 0.00029881 |
| FW | 0.304679 | nan | 0.286396 | 0.000849354 |
| FX | 0.304679 | nan | 0.286396 | 0.000849354 |
| FY | 0.304679 | nan | 0.286396 | 0.000849354 |
| FZ | 0.304679 | nan | 0.286396 | 0.000849354 |
| GA | 0.304679 | nan | 0.286396 | 0.000849354 |
| GB | 0.304679 | nan | 0.286396 | 0.000849354 |
| GC | 0.304679 | nan | 0.286396 | 0.000849354 |
| GD | 0.304679 | nan | 0.286396 | 0.000849354 |
| GE | 0.304679 | nan | 0.286396 | 0.000849354 |
| GF | 8.14037 | 0.0420259 | 0.286637 | 0.000588662 |
| GG | 0.304679 | nan | 0.286396 | 0.000849354 |
| GH | 0.304679 | nan | 0.286036 | 0.000337613 |
| GI | 0.304679 | nan | 0.286021 | 0.000335466 |
| GJ | 0.304679 | 0 | 0.286396 | 0.000849354 |
| GK | 0.304679 | nan | 0.28616 | 0.00123143 |
| GL | 0.304679 | nan | 0.286421 | 0.000813665 |
| GM | 0.304679 | nan | 0.286304 | 0.000303111 |
| GN | 0.304679 | nan | 0.286396 | 0.000849354 |
| GO | 0.304679 | nan | 0.286431 | 0.000846946 |
| GP | 0.250381 | 0.479359 | 0.286396 | 0.000854539 |
| GQ | 0.267675 | 0.0676537 | 0.287539 | 0.00138376 |
| GR | 0.230579 | 0.202423 | 0.286689 | 0.000336835 |
| GS | 0.260024 | 0.136443 | 0.286145 | 0.000932241 |
| GT | 0.307018 | 0.000304026 | 0.286767 | 9.19E-06 |
| GU | 0.158432 | 0.442802 | 0.28639 | 0.000849904 |
| GV | 0.304679 | nan | 0.286396 | 0.000849643 |
| GW | 0.304679 | 0 | 0.286396 | 0.000850326 |
| GX | 0.304679 | 0.000494462 | 0.286395 | 0.000889896 |
| GY | 0.304681 | 0.002775 | 0.286396 | 0.000850268 |
| GZ | 0.304679 | 0 | 0.286381 | 0.000896644 |
| HA | 0.304684 | 0.000304866 | 0.28637 | 0.000898589 |
| HB | 0.304679 | 5.44E-17 | 0.286396 | 0.000850213 |
| HC | 0.304676 | 5.78E-05 | 0.286396 | 0.000849746 |
| HD | 0.304679 | 0 | 0.286396 | 0.000849376 |
| HE | 0.304679 | 0 | 0.286396 | 0.000849354 |
| HF | 0.304679 | nan | 0.286396 | 0.000849354 |
| HG | 0.304679 | nan | 0.286396 | 0.000849354 |

table 4. regression on FACTORY data using nu-SVR

As shown above, we conducted the regression experiment and collected all results on each feature. From the table, we could found that there existed some features performed well in regressing, therefore, which would also perform well in classifying. What’s more, on empirical methods, we also knew that the whole SVM classifier was capable of classifying the dataset correctly. So we continued to conduct the classification experiment.

# 5.CLASSIFICATION EXPERIMENT

Based on the regression experiment above, we continued to conduct the classification experiment, which was the main part of the whole job.

We will start the explanation by talking about the kernels. One of the basic theory of SVM is to cast the data in the low dimension into the high dimension to find a proper hyper plane to achieve the goal of separating the data. There were several kernels could be used, and we chose two types of kernels: linear and rbf (radial basis function). The linear kernel is the simplest and most straight-forward kernel, it just inputs points in low dimension into a linear function and get the output of high dimension, while the rbf uses the radial basis function to get the output. Linear kernel is simple to understand but is slow, while the rbf kernel is stable and fast. So we regarded the result done by rbf kernel as the main result while the result done by linear function as the contrast.

Crucial parameters of SVM are c and gamma (radial kernel only). The value c reflects the tolerance of SVM to the error. The bigger c is, the system is more incapable of tolerancing errors. The parameter gamma decides the distribution of the data when they are casted into the high-dimension space.

As mentioned in the regression experiment, we used the titles as the same, except the parameter c. We used 2 kernels, 3 values of c, “single” and “reverse”, so there were 2\*3\*2=12 sets of results in total.

We judged the importance of a feature by observing the correct rate, which was the main entity in the result table. The meaning of the term “Correct Rate” is as follows. We used some data to train the model of predicting the result of each set of data with its label which was called “training data”, then inputted some “test data” without its labels and get a label through our predicting model trained above. If the predicted label was identical to the origin one, then it was classified correctly, or wrong otherwise. At last, we counted the total quantity of the correct ones, and divided by the whole number of dataset.

The correct rate was done by the k-fold cross validation (reference [3]), which was a popular strategy in the machine learning field. At the beginning, we split the whole data set into k (say, 5) subsets evenly, then we trained the model by subset 1, 2, 3 and 4, and used subset 5 as the test set to get the result. Then we used subset 1, 3, 4, 5 to train and subset 2 to test, and so on. Finally, we take the average of 5 results, as the final result – correct rate.

## 5.1 classification experiment on ICI data

The result tables were as follows. The columns titled by “single” are the higher the better, while the columns titled by “reverse” are the lower the better. Two tables are different with each other by the selection of the kernel type.

Thus, we could find the features which played important role in separating the data correctly: feature K, N, V, whose single experiment had the correct rate over 50%. Among these three features, the feature N is the best, which had the correct rate over 55%.

In addition, we have done another experiment to find the most important features subset. By the select strategy introduced by the reference [1], we started the experiment using a small subset of random features combination, then add or drop feature dynamically. Finally, we got the combination of feature K, N, V, which was identical to the most important subset mentioned in the paragraph above. We could achieve about 75% correct rate using the combination by k-fold cross validation, and get about 82% using the whole data set to train.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | ICI |  |  |  |  |  |
| kernel | linear |  |  |  |  |  |
| c | c=0.5 |  | c=1 |  | c=5 |  |
| features | single | reverse | single | reverse | single | reverse |
| A | 42.4008 | 40.7007 | 42.3493 | 36.3215 | 37.3004 | 37.3004 |
| B | 38.4853 | 33.1788 | 38.4853 | 36.6306 | 31.2725 | 31.2725 |
| C | 22.7718 | 34.5698 | 16.5379 | 37.558 | 14.9408 | 14.9408 |
| D | 26.5327 | 37.6095 | 20.1443 | 36.0639 | 23.7506 | 23.7506 |
| E | 30.3967 | 35.6002 | 36.9397 | 35.8578 | 25.5538 | 25.5538 |
| F | 50.9016 | 33.694 | 50.8501 | 37.4034 | 43.1221 | 43.1221 |
| G | 48.5317 | 34.0031 | 48.5317 | 33.694 | 48.5317 | 48.5317 |
| H | 31.8908 | 33.9001 | 23.3385 | 30.5513 | 24.3174 | 24.3174 |
| I | 46.3163 | 38.3823 | 46.3679 | 36.6306 | 46.4194 | 46.4194 |
| J | 34.6728 | 35.4456 | 34.6728 | 37.6095 | 34.6728 | 34.6728 |
| K | 34.6728 | 26.7388 | 34.6728 | 30.7058 | 34.6728 | 34.6728 |
| L | 35.3426 | 34.7244 | 35.3426 | 31.9423 | 35.3426 | 35.3426 |
| M | 35.3426 | 33.7455 | 35.3426 | 35.8578 | 35.3426 | 35.3426 |
| N | 44.7707 | 31.3756 | 44.7707 | 34.7244 | 44.7707 | 44.7707 |
| O | 36.476 | 35.4456 | 39.0005 | 34.1061 | 39.1036 | 39.1036 |
| P | 34.6728 | 34.1577 | 34.6728 | 38.1762 | 34.6728 | 34.6728 |
| Q | 34.6728 | 36.0639 | 34.6728 | 34.5698 | 34.6728 | 34.6728 |
| R | 46.677 | 33.7455 | 49.356 | 36.373 | 49.4075 | 49.4075 |
| S | 34.6728 | 33.7455 | 34.6728 | 36.1669 | 34.6728 | 34.6728 |
| T | 44.7707 | 29.6754 | 45.0799 | 33.9001 | 45.1314 | 45.1314 |
| U | 34.6213 | 31.5301 | 34.6213 | 33.1273 | 34.6213 | 34.6213 |
| V | 52.035 | 38.846 | 52.035 | 35.7548 | 52.0866 | 52.0866 |
| W | 49.253 | 33.2303 | 49.253 | 36.9912 | 49.5621 | 49.5621 |
| X | 44.9253 | 29.4693 | 44.8223 | 37.0428 | 44.7707 | 44.7707 |
| Y | 36.2184 | 32.1999 | 36.27 | 36.8367 | 36.2184 | 36.2184 |
| Z | 34.6728 | 32.3545 | 34.6728 | 32.7151 | 34.6728 | 34.6728 |
| AB | 41.6795 | 35.9093 | 41.7826 | 32.8697 | 41.9371 | 41.9371 |

table 5. classification on ICI data using linear

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |
| kernel | rbf |  |  |  |  |  |
| c | c=0.5 |  | c=1 |  | c=5 |  |
| features | single | reverse | single | reverse | single | reverse |
| A | 49.253 | 34.6728 | 47.2952 | 34.6728 | 45.0283 | 34.6728 |
| B | 49.3045 | 34.6728 | 48.1195 | 34.6728 | 47.3467 | 34.6728 |
| C | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.7759 | 34.6728 |
| D | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.6213 | 34.6728 |
| E | 36.8882 | 34.6728 | 44.3071 | 34.6728 | 44.101 | 34.6728 |
| F | 50.0258 | 34.6728 | 49.2014 | 34.6728 | 47.4498 | 34.6728 |
| G | 47.2437 | 34.6728 | 46.4709 | 34.6728 | 45.389 | 34.6728 |
| H | 34.6728 | 34.6728 | 34.3637 | 34.6728 | 34.2092 | 34.6728 |
| I | 46.1618 | 34.6728 | 45.6466 | 34.6728 | 45.3375 | 34.6728 |
| J | 36.2184 | 34.6728 | 35.4456 | 34.6728 | 35.1365 | 34.6728 |
| K | 53.6837 | 34.6728 | 53.9413 | 34.6728 | 53.9928 | 34.6728 |
| L | 35.3426 | 34.6728 | 35.3426 | 34.6728 | 35.3426 | 34.6728 |
| M | 35.3426 | 34.6728 | 35.3426 | 34.6728 | 35.3426 | 34.6728 |
| N | 55.3838 | 34.6728 | 55.3838 | 34.6728 | 55.3838 | 34.6728 |
| O | 39.3612 | 34.6728 | 39.5672 | 34.6728 | 40.237 | 34.6728 |
| P | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.6728 |
| Q | 34.6728 | 34.6728 | 34.4668 | 34.6728 | 34.7759 | 34.6728 |
| R | 49.3045 | 34.6728 | 49.4075 | 34.6728 | 49.4075 | 34.6728 |
| S | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.6728 |
| T | 44.9253 | 34.6728 | 44.9768 | 34.6728 | 45.0283 | 34.6728 |
| U | 34.8789 | 34.6728 | 35.2911 | 34.6728 | 35.4456 | 34.6728 |
| V | 52.6533 | 34.6728 | 52.7048 | 34.6728 | 52.5502 | 34.6728 |
| W | 49.5106 | 34.6728 | 49.356 | 34.6728 | 49.5106 | 34.6728 |
| X | 45.6981 | 34.6728 | 45.9042 | 34.6728 | 46.5739 | 34.6728 |
| Y | 36.373 | 34.6728 | 37.7125 | 34.6728 | 39.7218 | 34.6728 |
| Z | 34.6728 | 34.6728 | 34.6728 | 34.6728 | 34.5183 | 34.6728 |
| AB | 42.916 | 34.6728 | 43.1736 | 34.6728 | 44.8738 | 34.6728 |

table 6. classification on ICI data using rbf

## 5.2 classification experiment on FACTORY data

The illustration was the same as that of ICI data.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | factory |  |  |  |  |  |
| kernel | linear |  |  |  |  |  |
| c | c=0.5 |  | c=1 |  | c=5 |  |
| features | single | reverse | single | reverse | single | reverse |
| A | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| B | 92.383 | 92.2742 | 88.901 | 92.2742 | 88.901 | 92.2742 |
| C | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| D | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| E | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| F | 93.6888 | 91.0773 | 93.6888 | 91.0773 | 93.6888 | 91.0773 |
| G | 27.4211 | 88.5745 | 27.4211 | 88.5745 | 36.3439 | 88.5745 |
| H | 84.5484 | 90.8596 | 84.5484 | 90.8596 | 83.2427 | 84.8749 |
| I | 83.2427 | 91.0773 | 75.4081 | 91.0773 | 75.4081 | 91.0773 |
| J | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| K | 93.6888 | 91.0773 | 93.6888 | 91.0773 | 93.6888 | 91.0773 |
| L | 21.5452 | 84.3308 | 21.5452 | 84.3308 | 54.2982 | 84.3308 |
| M | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| N | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| O | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| P | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| Q | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| R | 79.2165 | 92.2742 | 82.9162 | 92.2742 | 89.5539 | 92.2742 |
| S | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| T | 92.383 | 86.5071 | 92.383 | 86.5071 | 92.383 | 86.5071 |
| U | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| V | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| W | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| X | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| Y | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| Z | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AF | 93.6888 | 92.2742 | 93.6888 | 92.2742 | 93.6888 | 92.2742 |
| AG | 100 | 92.2742 | 100 | 92.2742 | 100 | 92.2742 |
| AH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AI | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AJ | 86.9423 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AK | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AL | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AN | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AO | 12.1872 | 86.5071 | 14.6899 | 86.5071 | 13.3841 | 86.5071 |
| AP | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AQ | 93.6888 | 91.0773 | 93.6888 | 91.0773 | 93.6888 | 91.0773 |
| AR | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AU | 57.2361 | 92.2742 | 57.2361 | 92.2742 | 43.9608 | 92.383 |
| AV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| AY | 27.4211 | 88.5745 | 27.4211 | 88.5745 | 36.3439 | 88.5745 |
| AZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BA | 93.0359 | 92.2742 | 93.0359 | 92.2742 | 93.0359 | 92.2742 |
| BB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BF | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BI | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BJ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BK | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BL | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| BM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BN | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BO | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BP | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BQ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BR | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BU | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| BZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CF | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CI | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| CJ | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| CK | 92.383 | 92.2742 | 92.383 | 91.0773 | 92.383 | 92.2742 |
| CL | 92.383 | 92.2742 | 92.383 | 91.0773 | 92.383 | 92.2742 |
| CM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CN | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CO | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CP | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CQ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CR | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CU | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| CZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DA | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DC | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DF | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DI | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DJ | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DK | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DL | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DN | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DO | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DP | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DQ | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DR | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| DS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DU | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| DZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| ED | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EF | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EI | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EJ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EK | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EL | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EN | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EO | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EP | 21.5452 | 62.1328 | 21.5452 | 62.1328 | 21.5452 | 62.1328 |
| EQ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| ER | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| ES | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| ET | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EU | 93.9064 | 92.2742 | 93.9064 | 92.2742 | 93.9064 | 92.2742 |
| EV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EX | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| EY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| EZ | 67.0294 | 92.383 | 67.0294 | 92.383 | 67.0294 | 92.383 |
| FA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FD | 92.2742 | 92.2742 | 92.2742 | 92.2742 | 92.2742 | 92.2742 |
| FE | 92.2742 | 92.2742 | 92.2742 | 92.2742 | 92.2742 | 92.2742 |
| FF | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FH | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| FI | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FJ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FK | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| FL | 93.9064 | 92.2742 | 93.9064 | 92.2742 | 93.9064 | 92.2742 |
| FM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FN | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| FO | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| FP | 93.9064 | 92.2742 | 93.9064 | 92.2742 | 93.9064 | 92.2742 |
| FQ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FR | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| FS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FU | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| FZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GF | 57.4538 | 85.3101 | 57.4538 | 92.2742 | 44.2873 | 92.2742 |
| GG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GH | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GI | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| GJ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GK | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GL | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GM | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GN | 92.383 | 91.0773 | 92.383 | 91.0773 | 92.383 | 91.0773 |
| GO | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GP | 93.6888 | 92.2742 | 93.6888 | 92.2742 | 93.6888 | 92.2742 |
| GQ | 92.7095 | 92.2742 | 92.7095 | 92.2742 | 82.5898 | 92.2742 |
| GR | 92.8183 | 92.2742 | 92.8183 | 92.2742 | 92.8183 | 92.2742 |
| GS | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GT | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GU | 94.3417 | 92.2742 | 93.9064 | 92.2742 | 76.605 | 92.2742 |
| GV | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GW | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GX | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GY | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| GZ | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HA | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HB | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HC | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HD | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HE | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HF | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |
| HG | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 | 92.2742 |

table 7. classification on FACTORY data using linear

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |
| kernel | rbf |  |  |  |  |  |
| c | c=0.5 |  | c=1 |  | c=5 |  |
| features | single | reverse | single | reverse | single | reverse |
| A | 95.8651 | 92.383 | 95.8651 | 92.383 | 95.8651 | 92.383 |
| B | 92.383 | 92.383 | 92.383 | 92.383 | 94.8857 | 92.383 |
| C | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| D | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| E | 93.6888 | 92.383 | 93.6888 | 92.383 | 93.6888 | 92.383 |
| F | 95.8651 | 92.383 | 95.8651 | 92.383 | 95.8651 | 92.383 |
| G | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| H | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| I | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| J | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| K | 95.8651 | 92.383 | 95.8651 | 92.383 | 95.8651 | 92.383 |
| L | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| M | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| N | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| O | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| P | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| Q | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| R | 92.383 | 92.383 | 92.383 | 92.383 | 94.7769 | 92.383 |
| S | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| T | 91.9478 | 92.383 | 92.0566 | 92.383 | 91.1861 | 92.383 |
| U | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| V | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| W | 92.383 | 92.383 | 92.1654 | 92.383 | 92.0566 | 92.383 |
| X | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| Y | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| Z | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AE | 92.383 | 92.383 | 92.383 | 92.383 | 92.0566 | 92.383 |
| AF | 93.6888 | 92.383 | 93.6888 | 92.383 | 93.6888 | 92.383 |
| AG | 100 | 92.383 | 100 | 92.383 | 100 | 92.383 |
| AH | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AJ | 92.383 | 92.383 | 91.7301 | 92.383 | 89.6627 | 92.383 |
| AK | 94.4505 | 92.383 | 95.4298 | 92.383 | 95.4298 | 92.383 |
| AL | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AM | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AN | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AO | 93.6888 | 92.383 | 93.6888 | 92.383 | 93.6888 | 92.383 |
| AP | 92.383 | 92.383 | 91.2949 | 92.383 | 90.8596 | 92.383 |
| AQ | 93.6888 | 92.383 | 93.6888 | 92.383 | 93.6888 | 92.383 |
| AR | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AS | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AT | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AU | 90.2067 | 92.383 | 80.8487 | 92.383 | 80.8487 | 92.383 |
| AV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AW | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| AY | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| AZ | 92.383 | 92.383 | 91.0773 | 92.383 | 90.642 | 92.383 |
| BA | 93.6888 | 92.383 | 93.6888 | 92.383 | 93.6888 | 92.383 |
| BB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BE | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BH | 93.58 | 92.383 | 93.2535 | 92.383 | 92.8183 | 92.383 |
| BI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BJ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BK | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BL | 93.1447 | 92.383 | 93.2535 | 92.383 | 93.2535 | 92.383 |
| BM | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BN | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BO | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BP | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BQ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BR | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BS | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BT | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BU | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BW | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| BZ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CE | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CH | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CJ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CK | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CL | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CM | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CN | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CO | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CP | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CQ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CR | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CS | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CT | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CU | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CW | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| CZ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DA | 96.518 | 92.383 | 96.3003 | 92.383 | 96.518 | 92.383 |
| DB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DC | 92.383 | 92.383 | 93.4712 | 92.383 | 93.3624 | 92.383 |
| DD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DE | 92.2742 | 92.383 | 92.383 | 92.383 | 92.1654 | 92.383 |
| DF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DH | 92.2742 | 92.383 | 92.1654 | 92.383 | 92.4918 | 92.383 |
| DI | 92.1654 | 92.383 | 92.1654 | 92.383 | 91.9478 | 92.383 |
| DJ | 92.2742 | 92.383 | 92.0566 | 92.383 | 91.5125 | 92.383 |
| DK | 92.2742 | 92.383 | 92.0566 | 92.383 | 92.383 | 92.383 |
| DL | 92.383 | 92.383 | 92.1654 | 92.383 | 91.6213 | 92.383 |
| DM | 92.0566 | 92.383 | 91.9478 | 92.383 | 91.6213 | 92.383 |
| DN | 92.383 | 92.383 | 92.383 | 92.383 | 91.9478 | 92.383 |
| DO | 92.383 | 92.383 | 92.383 | 92.383 | 91.7301 | 92.383 |
| DP | 92.0566 | 92.383 | 92.1654 | 92.383 | 91.7301 | 92.383 |
| DQ | 92.7095 | 92.383 | 93.1447 | 92.383 | 93.9064 | 92.383 |
| DR | 92.383 | 92.383 | 92.2742 | 92.383 | 91.839 | 92.383 |
| DS | 92.383 | 92.383 | 92.6007 | 92.383 | 92.4918 | 92.383 |
| DT | 92.2742 | 92.383 | 92.0566 | 92.383 | 91.5125 | 92.383 |
| DU | 91.9478 | 92.383 | 92.0566 | 92.383 | 91.5125 | 92.383 |
| DV | 92.0566 | 92.383 | 92.2742 | 92.383 | 91.4037 | 92.383 |
| DW | 92.383 | 92.383 | 92.7095 | 92.383 | 92.2742 | 92.383 |
| DX | 92.2742 | 92.383 | 91.839 | 92.383 | 91.4037 | 92.383 |
| DY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| DZ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| ED | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EE | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EH | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EJ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EK | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EL | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EM | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EN | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EO | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EP | 93.9064 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EQ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| ER | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| ES | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| ET | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EU | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| EV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EW | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| EX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| EZ | 94.124 | 92.383 | 94.124 | 92.383 | 94.124 | 92.383 |
| FA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FD | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FE | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FH | 92.383 | 92.383 | 92.0566 | 92.383 | 93.9064 | 92.383 |
| FI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FJ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FK | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FL | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FM | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FN | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FO | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FP | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FQ | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FR | 93.9064 | 92.383 | 93.9064 | 92.383 | 93.9064 | 92.383 |
| FS | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FT | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FU | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FW | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| FZ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GE | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GF | 90.2067 | 92.383 | 81.0664 | 92.383 | 81.0664 | 92.383 |
| GG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GH | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GI | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GJ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GK | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GL | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GM | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GN | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GO | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GP | 92.9271 | 92.383 | 92.9271 | 92.383 | 92.9271 | 92.383 |
| GQ | 92.383 | 92.383 | 92.0566 | 92.383 | 92.1654 | 92.383 |
| GR | 92.7095 | 92.383 | 93.1447 | 92.383 | 93.0359 | 92.383 |
| GS | 93.58 | 92.383 | 93.4712 | 92.383 | 93.4712 | 92.383 |
| GT | 92.383 | 92.383 | 92.2742 | 92.383 | 92.2742 | 92.383 |
| GU | 93.6888 | 92.383 | 94.0152 | 92.383 | 94.0152 | 92.383 |
| GV | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GW | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GX | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GY | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| GZ | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HA | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HB | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HC | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HD | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HE | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HF | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |
| HG | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 | 92.383 |

table 8. classification on FACTORY data using rbf

Thus, we find the most important feature AG, it can predict the result exactly right. In the origin data set, feature AG took two values: 10 or 11. When feature AG took 10, the product was qualified, while it took 11, the product was with defect (error code was omitted).

We also used the same strategy above to find the feature combination. As seen in the table below, the feature F, K, DA performs better in the “single” training experiment respectively, so we set these 3 features as the initial subset to iterate. The result tested our hypothesis. After iterating using the strategy introduced by the reference, we got the combination of features F, K, DA, as the subset with greatest impact.

# 6.PARAMETER OPTIMIZATION

After getting the result and feature combination, we used R to optimize the parameter, which were c and gamma. R studio and package e1071 offered a simple method to do this job.

We had tried about 50 sets of parameters. Here’s the best subset of the whole combinations and the best one.

Gamma cost error dispersion

1e-03 10 0.5032217 0.04674353

1e-02 10 0.4651985 0.04579680

1e-01 10 0.4304053 0.02701354

1e+00 10 0.3286104 0.03011281

1e+01 10 0.3137883 0.02487371

1e-03 100 0.4639082 0.04446581

1e-02 100 0.4677626 0.04556134

1e-01 100 0.3930314 0.03302645

1e+00 100 0.3144458 0.02186001

1e+01 100 0.3169810 0.02456874

. . . .

1e+00 1000 0.3035874 0.02145914

From the data above, we can observe several sets of parameter. In our optimization process, we tried different combinations of c and gamma to get the minimum error. Finally, we get gamma = 10 and c =10 or gamma = 1 and cost = 1000, as the best combination of parameters.

# 7.CONCLUSION

In this project, we used several classifiers, such as SVM, MaxEnt and KNN, to test and get the best feature subsets that effect the quality of the product. Alas, we got the result via a series of smart strategy including greedy algorithm and iterating algorithm. Finally, the subset of features that have the greatest impact on the quality of the product was found.

We select several classifiers as candidates to do the main job of classifying the data, after designing the steps of necessary processing and cleaning of data. Then we clean the data for the classifiers and use the one with best performance (SVM) to do the main job.

After trying different combinations of parameters with the same corpus, we have got the best parameter combination - gamma = 10 and c =10 or gamma = 1 and cost = 1000.

We judged the performance of each feature or subset of features by “correct rate”. It is the accuracy of the classifier to tell the good products from the bad ones.

We conduct the classification experiment to get the best combination of features. The feature of the greatest impact of ICI data is N (correct rate over 55%), while the combination of features of the greatest impact is K, N and V (correct rate over 82%).

The feature of the greatest impact of Factory data is AG (correct rate equals to 100%), while the combination of features of the greatest impact is F, K and DA (on the condition feature AG was omitted and correct rate over 95%).
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