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**Abstract** The 2016 United States Presidential Election, to many, raised questions as to the reliability of their news sources [1]. Since then, many social media companies and other institutions have begun public campaigns to combat the perceived threat from fake news, with arguably limited results [2]. With a goal of news article source identification, I scrape several thousand news articles from Fox, Vox, and PBS. By some estimations [3], these three represent distinct categories of news: Fox is often considered extreme “right” opinion (i.e. conservative); Vox is considered extreme “left” opinion (i.e. liberal); and PBS is considered “center” primary source news. I first calculate the top word, 2-gram, and 3-gram frequencies to better understand the dataset, and then train a Bidirectional LSTM neural network with pretrained embeddings to classify the news source. My tentative results indicate that articles from each source are nearly indistinguishable by both the top word frequency count and a simple Bidirectional LSTM classifier. While more model testing is needed, this suggests that perceived bias is likely subtle and relies heavily on context.
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