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Main Problem: 

Recommender systems utilize implicit and explicit feedback to determine the true relevance. Since 

observed feedback represents users’ activity (being click logs), there will be a semantic gap between true 

relevance and observed feedback. Observed feedback usually suffers from popularity bias. Hence, the 

recommender system will overestimate the actual relevance of popular items. So, designing an unbiased 

recommender system that tackle the mentioned issues is going to be the main goal of this research. 

Although explicit feedbacks contain richer information about the preferences, obtaining implicit feedbacks 

is less difficult. Implicit feedbacks are collected using users’ behavior. 

Using implicit feedbacks can be challenging. First, interaction with an item does not necessarily mean the 

user is interested in that. Second, user feedback is observed at uniformly not random. 

Related Work: 

There are studies that have proposed unbiased learning methods for recommender systems using implicit 

feedbacks with MNAR (missing not at random) assumption. They formulated a new loss function to address 

the bias issue of items using IPW (inverse propensity weighting). Also, there are some research that utilize 

causal graph that represents a cause effect relationship for recommendations and removes the effect of 

popularity. 

Proposed Method: 

If we denote U as a set of 𝑚 users and I as a set of 𝑛 items. We are given a user-item click matrix 

Y∈{0,1}𝑚×𝑛. 

 

 

yui is modeled as a Bernoulli random variable, indicating the interaction of a user 𝑢 on an item 𝑖. 

To address the gap between relevance and exposure, they came up with the following equation: 

𝑜𝑢𝑖 is an element of the observation matrix O ∈ {0, 1}𝑚×𝑛 that represents whether the user 𝑢 has observed 

the item 𝑖 (𝑜𝑢𝑖 = 1) or not (𝑜𝑢𝑖 = 0), and 𝑟𝑢𝑖 is an element of the relevance matrix R ∈{0, 1}𝑚×𝑛, representing 

true relevance regardless of observance.  

 

 

The interaction matrix Y with biased user behavior is decomposed into element-wise multiplication of the 

observation and relevance components. 

 

 



They use the point-wise loss function in this paper. Given a set of user-item pairs D = U × I, the loss 

function for biased interaction data is: 

 

 

where R^ is the prediction matrix for R, and 𝛿𝑢𝑖 + and 𝛿𝑢𝑖 − are the loss of user 𝑢 on item 𝑖 for positive and 

negative preference, respectively. So, the ideal loss function that relies purely on relevance is formulated 

as follows: 

 

 

Now, a loss function using inverse propensity weighting (IPW): 

 

 

𝜔𝑢𝑖 is the inverse propensity score that indicates the probability of observing the item 𝑖 by the user 𝑢. It is 

proved in [1] that expectation of the unbiased loss function in Eq. (5) is equivalent to the ideal loss function 

in Eq. (4): 

 

 

 

 

The model that is presented in this paper is called BISER (Bilateral Self-unbiased Recommender). It has 

two parts: self-inverse propensity weighting (SIPW) and bilateral unbiased learning (BU). 

 

 

 

 

They adopt two recommender models with complementary characteristics, user- and item-based 

autoencoders that capture heterogeneous semantics and relational information from the users’ and items’ 

perspectives, respectively. This bypass the estimation overlap issue that occurs when the outputs of multiple 

models with the same structure and trained on the same training sets, converge similarly. 

 

 

 

 



Input and Output: 

The best summary for the stages that their method do is the pseudo code that was provided: 

 

 

 

 

 

 

 

 

In the learning process, it first initializes the parameters 𝜃𝑈 and 𝜃𝐼 of both AE (line 1). Subsequently, 𝜃𝑈 

and 𝜃𝐼 are updated using Eqs. (14) and (15) with the model predictions from the previous iteration, 

respectively (lines 2-5). At each iteration, it calculates the predictions of both models for all the clicked 

user-item pairs. After the two-model training is terminated, we obtain the predicted matrix R^ using the 

two model predictions (lines 6 and 7). 

Eq 14:  

Eq 15:  

𝜆𝑈 and 𝜆𝐼 are the hyperparameters to control the importance of L𝐵𝑈 

Pros: 

• A novel approach that addresses exposure bias 

• Not too much computational overhead 

• Their approach is model-agnostic; two or more models may be used as long as they convey 

heterogeneous signals from the user-item interaction data. 

• They outperform all of state-of-the art methods mentioned in the paper on benchmark datasets. 

Cons: 

 

Datasets: 

1. Coat 

2. Yahoo! R3 

3. CiteULike 

4. Movie Lense-100k 

5. Movie Lense-10M 

6. Movie Lense-1M 

Code base: 

https://github.com/Jaewoong-Lee/sigir_2022_BISER 
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