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**摘 要**

随着我国社会经济的迅速发展，传统能源被大量消耗……

建议(不限于)按以下段落来写：

第一段：研究背景及意义。

第二段：研究内容、方法等。

第三段：研究结论及影响。

**关键词：**(缩进两格) 分布式光伏，改进随机潮流，差分进化算法（3~5个）

近年来，随着当代科学技术的发展，各种社会媒体（如：新闻网站，社交网站，电商网站等）迅速崛起，使得网络中涌现出大量的文本数据，这些文本数据的结构与其所属领域特点往往有着较大的联系，于是跨领域的迁移学习在自然语言处理以及机器学习等领域开始得到越来越多的关注。目前传统文本分析的目标多数在同一领域，即对于某一领域的已有标签的文本数据进行机器学习，将训练出来的模型同样应用于本领域。但是在当前网络环境下，各类领域及其繁多复杂，更多的领域的数据是没有标签的，使用人工标注的方式会浪费极大的人力物力，同时，标注结果也会存在很大的主观性，因此亟需一些可实现跨领域文本标注的算法[1]。

在当前时代背景下，海量的文本信息充斥着整个互联网环境，目前传统文本分析的目标多数在同一领域，即对于某一领域的已有标签的文本数据进行机器学习，将训练出来的模型同样应用于本领域。但是在当前网络环境下，各类领域及其繁多复杂，更多的领域的数据是没有标签的，使用人工标注的方式会浪费极大的人力物力，同时，标注结果也会存在很大的主观性，因此亟需一些可实现跨领域文本标注的算法[1]。跨领域的文本特征对齐算法的相关流程主要有文本预处理，文本特征提取，特征对齐，模型检验对齐效果四个过程，下面分别对每一个过程做相关概述。

**Abstract**

With the rapid development of China’s social and economy，the traditional energy is consumed in large quantities...
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# 1 绪 论

## 1.1 课题的提出

近年来，随着当代科学技术的发展，各种社会媒体（如：新闻网站，社交网站，电商网站等）迅速崛起，使得人们可以通过越来越多的方式在网络上发表自己的观点，致使当前国内外网络环境中涌现出大量的文本数据。这些文本数据的结构与其所属领域特点往往有着较大的联系，有些词汇甚至可以成为某些领域的代名词，例如：当我们看到“好评”、“物美价廉”等词语时，我们会想到这可能是对于某一商品的评价；当我们看到“吓人”、“振奋人心”等词语时，我们会想到这可能是对于某一消息或新闻的评价。于是一些情感分类算法在机器学习领域应运而生，但是这些情感分类算法的分析目标多数是在同一领域，即对于某一领域的已有标签的文本数据进行机器学习，将训练出来的模型同样应用于本领域，从而完成对未分类的文本的分类任务。但是在当前网络环境下，各类领域及其繁多复杂，而更多的领域的文本数据是没有标签的，同时使用人工标注的方式会浪费极大的人力物力，并且标注结果也会存在很大的主观性，导致标注结果的准确性极大的降低，因此在文本分析中亟需一些可实现跨领域文本标注的算法[1]，来对已有文本进行情感分类。

笔者认为，目前国内经济发展水平呈上升态势，人民群众正在不断谋取更高的物质生活水平与精神生活水平，于是网上购物与新闻知识获取的向往日趋强烈，使得电商领域与新闻领域成为全体网民乐于聚集之地，这两个领域所涵盖的人群数量大且范围广，因此在两个领域中留下了的文本信息较为全面，对这两个领域做迁移学习将有更大的研究价值，例如国家可以通过文本情感分析结果对社会舆论信息进行监控；对于包括新闻网站在内的大多数网站来说，可以对用户评论内容进行关键词提取进而对不符合要求的敏感词进行屏蔽；电商平台可以利用用户评论信息进行产品优化或修改营销计划；一些音视频媒体也可以根据用户对某些影视剧或某些歌曲的评论情况对其他用户进行择优推荐等等。目前面向迁移学习的文本情感分类并没有成文的步骤，笔者在阅读大量文献之后，总结得出做文本情感分类方面的迁移学习应当有如下4个步骤：1、文本预处理，2、文本特征提取，3、特征对齐，4、模型检验。显然，第2与第3步应当是整个过程的重中之重，对于基于特征的迁移学习而言，源域与目标域之间的枢纽特征的匹配对于在两个领域中进行机器学习的效果是至关重要的，因此研究好如何将两个领域中的非枢纽特征更好地转化为枢纽特征，以及如何将两个领域中的枢纽特征做最大程度上的对齐，对于提升迁移学习的准确率是至关重要的，这是选取本课题的重要意义之所在。

本文中，笔者首先对当今时代下跨领域文本特征对齐算法进行全面剖析，而后选取对本课题最为契合的算法，以电商领域为源域，以新闻领域为目标域，完成两个领域之间的迁移学习。

## 1.2 文本特征对齐问题的研究现状

目前网络环境中，各类文本信息有着多种多样的形式，它们所表达的情感倾向也相差甚大，例如在电商领域与新闻领域中，用户们会发表许多的关于产品或者时政的评论及意见，这些评论及意见通常含有用户的情感极性。Turney[2]等人在2002年第一次将文本情感分类的任务当做学术问题公开提出，之后再行业内引发了众多学者的研究。

目前常用的基于统计的特征选择方法有信息增益方法(IG)、互信息方法(MI)、卡方统计(CHI)法、文档频率方法(DF)等[3-5]。2010年，在总结已有特征选择方法的基础上，杨凯峰[6]等一种新的基于文档频率(DF)的特征选择方法，此方法主要用于中文文本分类，需要先对每篇文档进行分词处理。他们使用 ICTCLAS(Institute of Computing Technology,Chinese Lexical Analysis System)系统完成文档的分词及词性标注，使用特征词在一个类别中出现的文档数来表示这个特征词与该类别的相关度，他们使用复旦大学整理的语料库进行分类实验，结果显示，在进行特征选择时，补充部分高词频特征词可以提高分类的召回率和准确率。在向量空间模型中，将文本表示单元（特征词）转换为向量通常使用的权重计算方法是TF-IDF(term frequency-inverse document frequency)方法，在一定程度上，这个方法能有效地表示一个特征词在文本中区分文本属性的重要程度，但其理论依据存在不足。2013年路永和[7]等提出了改进TF-IDF算法的文本特征项权值计算方法，改进的核心思想是：每个特征词对每个类的区分能力不同，其重要性用特征选择评估函数反映，同时该词集中分布的类就是其所属的类，即这个特征词要具有这个类的特征性。为避免特征词只集中出现在某篇文档中，要求该特征词在该类别文档中应均匀分布。随后，曹鲁慧[8]等提出一种基于深度学习的中文文本特征提取与分类方法，她们使用卷积神经网络(CNN)进行文本分类，将每个样本用128维的向量进行表示，大大减少特征的维度，加快分类器的训练速度，进而提高分类的准确率。卢晨阳[9]等提出一种基于语义结构的迁移学习文本特征对齐算法，他们使用wordnet模型完成领域独立特征的对齐。他们考虑到，传统的枢纽特征抽取和对齐一般只考虑到句子的结构和词性等信息，而忽略词语特征和类别信息存在一定的相关性，因此在抽取特征时应考虑类别影响。以情感分类为例，在抽取特征训练模型时，首先将源域和目标域的正类样本(积极)和负类样本(消极)分开，将不同词性的词语抽取出来，其中，在情感分类中起主要影响的是名词、动词、形容词、副词，然后对正类样本和负类样本分别抽取名词、动词、形容词和副词，原始的源域和目标域的2份数据变成根据样本类别和词性划分的16 份数据。最后 使用16 份数据作为词向量模型GloVe 模型的输入来进行训练。

另外，学者们对文本特征对齐算法的研究也在不断深入，2006年，John Blitzer[10]等提出一种结构一致学习算法(Structure Correspondence Learning, SCL)，这种算法可以自动归纳来自不同领域的特征之间的对应关系，SCL的核心思想是通过建立不同领域特征与枢纽特征的相关性来识别特征之间的对应关系。SCL的第一步是在两个域的未标记数据上定义一组枢纽特征。然后，使用这些枢纽特征来学习从两个域的原始特征空间到共享的低维实值特征空间的映射。在这个新的空间中，如果内积很高，则表示对齐效果较好。在有监督的训练任务中，同时使用源域中的转换特征和原始特征。在有监督的测试任务中，则同时使用目标域的转换特征和原始特征。如果学习到的映射比较好，那么在源域上学习到的分类器也将在目标域上有效。2013年，孟佳娜[11]等提出一种基于特征变换的跨领域产品评论倾向性分析方法，她们使用一种特征变换算法(Feature Transform Algorithm,FTrA)，首先计算源领域和目标领域的领域独立词，然后，求得源领域的领域依赖词与每个领域独立词之间的关联度值，与某个领域独立词关联度最高的特征，与其相关性越高。同时，求得目标领域的领域依赖词与每个领域独立词之间的关联度值，与某个领域独立词关联度值越高的特征，与其相关性越高。在此基础上，Sinno Jialin Pan[12]等提出了一种谱特征对齐 (Spectral Feature Alignment,SFA) 算法。SFA以一些领域无关词为桥梁，构造了一个二部图，来模拟领域特定词和领域无关词之间的共现关系。其思想是：如果两个特定于域的词与图中更常见的独立于域的词有关联，它们往往会以更高的概率对齐。类似地，如果两个独立于域的词与图中更常见的特定于域的词有连接，则它们倾向于以更高的概率排列在一起。他们采用基于图谱理论[13]的谱聚类算法，在二部图的基础上，将特定于领域的和与领域无关的词联合成一组特征聚类。这样，集群就可以用来减少两个域的特定于域的词之间的不匹配。最后，他们用这些聚类来表示所有的数据实例，并基于新的表示训练情感分类器。与结构一致学习(SCL)[10]等跨域情感分类算法不同，他们提出的SFA算法可以通过在二部图上的联合对齐，充分利用领域无关词和领域特定词之间的关系，学习更紧凑、更有意义的表示图的底层。通过实验表明，在跨领域情感分类的准确性方面，SFA确实比SCL等具有更好的性能。但是Yuhong Zhang[14]等认为，SCL与SFA这类的算法尝试提取出域无关主题词来构造子空间，并在子空间中训练分类器，这样的话，目标域中的域相关特征会被映射为源域的特征，然而在实际应用当中，这些方法无法解决在不同域中具有不同情感的特征词的问题，因为一个主题仅仅能够表达出一种情感，这些特征就会在源域中被错误地训练。针对这一问题，Yuhong Zhang等人提出一种面向跨领域情感分类的公共子空间构造算法[14]，此算法的目标是构造出一个更加精确的公共子空间，然后就可以在这个子空间中为目标域训练出分类器。对于有标签的源域S和无标签的目标域T，他们使用分类比例差[15]( Categorical Proportional Difference, CPD)算法计算源域中特征词的情感倾向，然后基于共现关系预测目标域中这些特征的情感取向，根据不同域之间情感取向的一致性构造公共子空间，于是域相关特征将会被过滤掉，最终使所有的域相关特征都会被投影到公共子空间中来解决域失配问题。跨领域的文本特征对齐是做文本情感分析的迁移学习过程中的重要一步，对与文本特征对齐技术与算法方面的研究，时至今日，仍吸引着众多的学者来专研，这也是笔者以此为课题的原因之一。

## 1.3 课题研究的目的

正文模板中所有正文数字及字母应使用新罗马字体。

# 2 相关概念介绍

## 2.1 文本分类

文本分类[16]是指在预定义好的分类体系下，依据文本的特征（例如属性及内容），将给定的文本数据与一个或者多个类别相关联的过程。文本分类方面的研究会涉及到文本内容理解和模式分类等若干个自然语言处理和模式识别方面的问题，一个文本分类系统不仅是一个自然语言处理系统，也是一个模式识别系统，系统的输入内容是待分类处理的文本，系统的输出是与该文本所关联的类别。

总体来说，在国内外对于文本分类方面的研究共经历的下面4个主要的发展阶段：

1、第一发展阶段（1958年-1964年）：这一阶段的主要贡献是对文本自动分类的可行性进行了研究。

2、第二发展阶段（1965年-1974年）：这一阶段的主要贡献是进行文本自动分类的实验研究。

3、第三发展阶段（1975年-1989年）：在这一阶段中，成型了一些文本自动分类方法， 学者们的研究重点转向对已有算法的深入探索与改进。

4、第四发展阶段（1990年至今）：这一阶段为面向全网的文本自动分类方面的研究。

## 2.2 情感分类

情感(Sentiment)，是指人们对于某件事物产生的内在的主观感受。情感分类（有时被称为倾向性分析）是指根据文本内容所表达出来的含义的不同，将不同的文本划分成包括两种（二分类）或多种类型（多元分类），是对文本发表人员观点或态度的划分。

情感分类问题不同于其他的一些分类问题，它既包含传统分类中的共性问题，同时它又有自己的独特性，例如，有些作者在进行情感信息表述时，他所表达出来的情感倾向可能会比较模糊，从而导致情感信息有着较大的多义性，也就是极性不明显的问题。针对这一问题，研究者们通过不懈的努力，在做了大量研究之后，提出了众多的情感分类方法，这些方法可以按照不同的归类方式划分:按所给文本中的情感特点分类，按机器学习方法划分。按所给文本中的情感特点的不同，情感分类研究可划分为数据不平衡性问题研究和领域相关性研究两类。若根据机器学习方法的不同，可以将文本情感分类分为有监督学习方法（训练数据既有特征(feature)又有标签(label)）、半监督学习方法（训练集同时包含有标记样本数据和未标记样本数据）和无监督学习（训练样本的标记信息未知）。

## 2.3 迁移学习

如今的许多机器学习方法要求训练数据和测试数据必须从同一特征空间（即本文中所说的域）中获得，并且需要具有相同或相近的分布。当分布情况发生较大的改变时，大多数的统计模型需要使用新收集的训练样本重新构建。但是在许多现实的应用中，重新收集所需要的训练数据来对模型进行重建，是需要花费很大代价的。在这种情况下，迁移学习(Transfer Learning)[18]的优势就显而易见了。首先，当我们发现待处理空间与当前用来构建模型的空间有着较大的差别时，我们不必丢弃现有工作而从新开始，使用迁移学习完全可以帮助我们复用当前的研究成果。其次，迁移学习有着强大的通用性和时效性，无论是在无监督学习、半监督学习还是有监督学习中，迁移学习都有着广泛的应用。如今，迁移学习可分为四种类型：基于样本的迁移学习、基于相关性的迁移学习、基于模型的迁移学习和基于特征的迁移学习。

2.3.1 基于样本的迁移学习

基于样本的迁移学习(Instance-based Transfer Learning)在使用中需要先对样本进行一种分类操作，将所有的样本按重要程度进行划分，用不同的权重值来代表不同的重要程度，另外还需要找到源域与目标域中共有的或相类似的数据，对这些数据放大之后，再到目标域中进行应用。这样的方法优点是方法简单，实现容易。缺点在于权重的选择与相似度的度量依赖经验，且源域与目标域的数据分布往往不同。

2.3.2 基于基于相关性的迁移学习

基于相关性的迁移学习(Relation-based Transfer Learning)适合应用在当两个与之间的关系比较相似的时候，例如以生物病毒的传播模型来预测计算机病毒的传播情况。当两个域相似的时候，它们之间会有共享某种相似关系，典型的方法是Mapping方法。

2.3.3 基于模型的迁移学习

基于模型的迁移学习(Model-based Transfer Learning)是一种比较直接的迁移学习方法，对于在源域中通过大量测试数据训练出来的模型，将它直接应用到目标域中，只需要对模型的参数进行微调，就可以达到一个比较好的训练效果，这样的方法的有点是可以充分利用两个领域模型之间存在的相似性，但参数调整过程较为繁琐，通常难以得到一个很好的参数组合。

2.3.4 基于特征的迁移学习

基于特征的迁移学习(Feature-based Transfer Learning)要求源域和目标域中含有一些共同的交叉特征，这时我们可以通过特征变换，将源域和目标域的特征变换到相同特征空间，使得该特征空间中源域数据与目标域数据具有相同的数据分布，然后在此基础上进行传统的机器学习。此类迁移学习方法的优点是对大多数领域适用，且效果较好，缺点在于难于求解，容易发生过适配的问题。需要注意的的是基于特征的迁移学习方法和基于实例的迁移学习方法的不同是基于特征的迁移学习需要进行特征变换来使得源域和目标域数据变换到同一特征空间，而基于实例的迁移学习只是从实际数据中进行选择来得到与目标域相似的部分数据，然后直接学习。

## 2.4 文本特征与特征选择

文本特征是文本中与文本表达的意图相匹配或能够代表文本意图的字、词、短语或其他元素，因此，在做自然语言处理或文本方面机器学习时，文本特征提取的准确与否将直接影响到模型的最终效果。这时就需要一个良好的特征选择算法，目前已有的特征提取方法比较多，常见的有：卡方统计(CHI)法、信息增益(Information Gain, IG)法、文档频率(Document Frequency, DF)统计法和互信息(Mutual Information, MI)方法等，下面对这四种方法做简单介绍。

2.4.1 卡方统计(CHI)法

该方法使用一个卡方值来衡量某一特征t与某一类别c之间的关联度，卡方值的计算公式（2.1）如下：

其中，N表示训练集中的文本总量，A表示包含特征t且在类别c中出现的文档频率，B表示包含特征t且不在类别c中出现的文档频率，C表示不包含特征t且在类别c中出现的文档频率，D表示不包含特征t且不在类别c中出现的文档频率。对于计算结果卡方，其值越高，表示某特征项与该类别之间的关联度越高，以此来达到特征选取的效果。

2.4.2 信息增益(Information Gain, IG)法

在了解信息增益法之前，需要先了解熵(Entropy)的概念，对于一给定的文本信息，熵指的是这一文本所包含信息量的多少。熵的计算表达式如公式（2.2）所示：

信息增益(IG)法就是根据某一特征在样本中所能提供熵值的多少来衡量此特征的重要程度，然后根据这个重要程度来决定此特征的去留。对某个特征来说，它的信息增益是指在样本中当不考虑此特征时的信息熵与考虑此特征值时的信息熵之间的差值。用公式表示如下：

其中，代表在样本中，类型的文本的出现概率，代表含有特征的文本的出现概率，代表不含有特征的文本的出现概率，代表某文本在包含特征的条件下又属于类型的条件概率，代表某文本在不包含特征的条件下又属于类型的条件概率，若用NUM来表示所有文本的类别数，则变量j的变化范围是。

2.4.3 文档频率(Document Frequency, DF)统计法

从训练集中统计出包含某些特征的文档的出现频率，然后需要对所有的文档频率设定两个文档频率阈值，分别为最高阈值与最低阈值，当某一个特征的文档频率超过这个最高阈值时，我们需要将该特征删除，原因是这种特征区分度过低；当某一个特征的文档频率低于这个最低阈值时，我们也将该特征删除，原因是这种特征往往不具备代表性。DF方法可以去掉一部分无关特征值，因此可以有效地降低模型的计算复杂度，并且能够提高文本分类的精准度，且算法比较简单，实现方便。

2.4.4 互信息(Mutual Information, MI)方法

此方法的算法原理为：当一个特征与类型之间的关联程度越大时，其互信息值越大。互信息值的计算公式如下式（2.4）所示：

式（2.4）中的所有字母所代表的的含义与前面三个方法中使用的字母含义一致。从公式可知，当与无关时，与的值相等，最终互信息计算结果为0，此时特征与类型之间的关联程度最低。

## 2.5 文本特征对齐

下面介绍在特征对齐过程中应用到的一些概念。

领域：对某一类别下事物的一种抽象的集合表示，在本文所讨论的此类文本分类任务中，领域即为两个行业中文本数据的集合。

源领域：有标签的文本所在的领域，在本课题中即电商领域。

目标领域：无标签的文本所在的领域，在本课题中即新闻领域。

枢纽特征：在源域与目标域中共同出现且出现频率较高的特征，这些特征可以作为在两个领域中做特征对齐时的桥梁，用于将两个领域中的相似枢纽特征联系起来。

非枢纽特征：除了枢纽特征之外的其他特征即为非枢纽特征。

相似枢纽特征：与枢纽特征相似度较高的非枢纽特征即为相似枢纽特征。

跨领域的文本特征对齐：通过一些算法，将两个领域中的非枢纽特征与枢纽特征进行关联，从而使在源领域中训练得到的文本分类器能够在目标领域中得以应用进而完成迁移学习，可以用如下四种算法来完成文本特征对齐任务：结构一致学习(SCL)算法，谱特征对齐 (SFA) 算法，特征集成及样本选择(SS-FA)算法[19]，Word2vec算法。

## 2.6 分类器

文本情感分类问题归根结底也是一个分类问题，分类问题的常用算法在文本情感分类中同样适用，所谓分类就是根据对象的特征将对象分配到相应的类别中去。目前的分类器或分类算法有很多，这里对常用的几个算法进行简单介绍：支持向量机(Support Vector Machaines, SVM)分类器，朴素贝叶斯(Naïve Bayesian Classifier)分类器，决策树(Decision Tree)分类器，k近邻(k-nearest neighbor)算法。

2.6.1 支持向量机(SVM)

支持向量机(SVM)分类器：目标是在训练集数据中寻找一个决策平面(decision surface)，这个超平面可以将训练集中的数据做最大程度上无误差的划分。支持向量机主要用于解决二元分类问题分。SVM的基本概念有如下三点：

线性分类：

二分类的问题通常使用一个线性函数（n是训练集样例的维数，R是实数集），对于函数的输出，我们可以规定：当函数f的输出值时，认为X的分类结果为负类，当函数f的输出值时，认为X的分类结果为正类。的通用形式如下式（2.5）所示。

f(x)即为所要寻找的超平面，这个平面可以将所有的输入（也就是x）分成正类与负类两半，如下图2.1所示。
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图2.1 f(x)所形成的超平面示意图

对于多分类问题，那么f(x)的值域应当是，将二分类中的线性模型向m类中转型就需要对每个类都关联一个相应的与，那么新的决策函数如下式（2.6）所示，这样可以为每一个类创建一个超平面。

线性不可分：

若当前问题是一个非线性问题，那么可以通过映射的方式，将样本集x映射到另一个空间中，然后在另一个空间中使用前述的线性分类，我们使用表示从空间X到空间F的映射，那么新的决策函数如下式（2.7）所示：

构造核(kernel)函数

核函数要求，对于, 满足

这里的是从空间X到空间F的映射。

在引入了核函数后，决策函数就可以用下式（2.9）表示，

此时，此算法的关键就在于核函数的建立，核函数要求适用的特征空间必须是对称的，也就是：

另外，核函数还必须满足Mercer定理：X的任意子集对应的矩阵必须是半正定的，综上是核函数的充要条件为：

2.6.2 朴素贝叶斯(Naïve Bayesian Classifier)

2.6.3 决策树(Decision Tree)

2.6.4 k近邻(k-nearest neighbor)

## 2.7 本章小结

本章对本论文后续进展中使用到的一些重要概念进行了详细介绍，首先对文本分类、情感分类、迁移学习此类的大型概念进行描述，其中重点对四种类型的迁移学习方法进行解读。由于本课题任务是实现跨领域的文本特征对齐，因此在2.5节对于在文本特征提取中使用频率较高的四个算法进行了细致解读，以方便进行后续特征对齐工作。

# 3 文本特征对齐任务及数据预处理

## 3.1 文本特征对齐任务

3.1.1 任务介绍

2**随机潮流计算研究**

**2.1 概率密度分布模型**
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