|  |
| --- |
| List of effect sizes included in the application |
| Independent Groups |
| Parametric methods |
| Assuming normality and homoscedasticity |
| Cohen’s *d*1,2,3,4,5,7,8,10,11,12,15  With being  Mean difference standardized by the pooled standard deviation of the two groups. serves as an estimate of a true common standard deviation of the groups.  This estimator has a bias – it systematically overestimates the size of the true population standardized mean difference6. |
| Hedges’ g1,2,3,4,6,8,10,11,15  With *df* being  Mean difference standardized by the pooled standard deviation of the two groups – corrected for bias. |
| Mahalanobis’ *D*1:  With and being the vectors of means for groups a and b,  being the pooled covariance matrix,  *R* being the pooled correlation matrix, and  ***d*** being the vector of *d* values  Difference between the centroids of groups a and b standardized by the standard deviation of their discriminant axis.  This estimator has a bias – it systematically overestimates the size of the true population value of *D*. |
| Adjusted Mahalanobis’ *D*1:  With *k* being the number of variables  Difference between the centroids of groups a and b standardized by the standard deviation of their discriminant axis – corrected for bias. |
| Common Language Effect Size1:  Probability that a randomly picked individual from the group with the higher mean will outscore a randomly picked individual from the other group  parametric:    Φ(∙): normal cumulative distribution function (CDF)  confidence interval calculated with the same formula just with lower and upper ci of |d| |
| Overlapping coefficient: Proportion of overlap relative to a single distribution1:    Φ(∙): normal cumulative distribution function (CDF)  Quantify the proportion of the distribution area therefore ranges between 0 and 1. |
| OVL2: Proportion of overlap relative to the joint distributions1: |
| U1: Proportion of nonoverlap relative to the joint distribution, i.e. percentage of scores that do not overlap in the two distributions1: |
| U3: Proportion of individuals in the group with the higher mean who exceed the median individual of the other group1: |
| Probability of correct classification (PCC)1:  The probability that a that a randomly picked individual will be correctly classified    This method is only a good approximation if assumptions of normality and equality of variances/covariances are satisfied  The probability of success greatly depends on the statistical model used to perform the classification task. |
| Tail ratios1,22:  With *d* being the value of Cohen’s *d*,  And *z* being the user selected number of (pooled) standard deviations  Proportion of members of group a relative to members of group b (since *d* is defined as ) that can be found z pooled standard deviations away from the mean of group b.  The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22.  A multivariate tail ratio can be defined with the help of the Mahalanobis’ distance *D* (which also assumes normality of homogeneity of variances and covariances):  Proportion of members of group a relative to members of group b that can be found z standard deviations (on the discriminant axis) from the centroid of group b. |
| Assuming normality but not homoscedasticity |
| Glass’ 2,3,4,8,10,11,13,15  Mean difference standardized by the standard deviation of either group.  This estimator has a bias – it systematically overestimates the size of the true population standardized mean difference6. |
| Adjusted Glass’ 2,3,7,8,15  With df being  Mean difference standardized by the standard deviation of either group – corrected for bias |
| Cohen’s d’2,3,7,10,11  With s’ being  Mean difference standardized by the square root of the unweighted mean of the two group’s sample variances - an estimate of the standard deviation of a hypothetical population whose standard deviation is between σa andσb. This formula estimates an effect size in a hypothetical population. |
| Kulinska and Staudte ES10:  Alternatively:  Mean difference standardized by a weighted sum of the group variances. Plagued by similar problems like Cohen’s d when variances and sample sizes are unequal. |
| Variance ratio (*VR*)1:  Ranging from 0 to (theoretically) ∞. Often the group with the (usually) higher variation is placed in the numerator.  Sometimes a logarithmized version is employed:  The benefit of the log-transformed VR is that it is no longer bounded. A VR of 1 corresponds to a log VR of 0. A VR > 1 corresponds to log VR > 0 and a VR < 1 corresponds to a log VR < 0. Theoretically possible values range from -∞ to ∞  Confidence interval for VR:  As an alternative: calculate 95 percentile bootstraps from the data – possible both for regular VR as well as log VR.  For the multivariate case, the ratio of the covariance matrices for groups a and b can be assessed:  With and being the covariance matrices of groups a and b. |
| Tail ratios1,22:  With *z* being the user selected number of standard deviations of the reference group (b).  Proportion of members of group a relative to members of group b that can be found z standard deviations away from the mean of group b.  The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22. |
| standardized difference effect sizes that are somewhat outlier resistant |
| 1.1.3.1 standardized median differences |
| Difference in medians standardized by the median absolute deviation from the median (MAD) of the baseline/control group2,3  With MAD being  The MAD has lower sampling variance and is more robust to outliers than the standard deviation. Some percentage of the scores might also be trimmed prior to the calculation of the medians and/or of the MAD2. |
| Difference in medians standardized by 2,3  is more outlier resistant than the standard deviation and at the same time approximates the standard deviation - under normality it approximates the standard deviation very well2 |
| Difference in medians standardized by the biweight standard deviation of the control/baseline group2 With being  With and being  The biweight standard deviation, also called the biweight midvariance, is cited as being the most robust to outliers out of several measures of variability.2 |
| 1.1.3.2. trimmed mean differences assuming homoscedasticity |
| The robust d statistic3,5,11,12 With and being the trimmed means of the two groups and,  With being the square root of the pooled winsorized variance  Trimmed mean difference standardized by the square root of the pooled winsorized variance. Under normality and homoscedasticity, the value of this robust statistic will differ from Cohen’s d. |
| The scaled robust d statistic3,5,11,12 A scaled version of the above statistic. Under normality and homoscedasticity, the value of this scaled robust statistic will be equal to the value of Cohen’s d. 0.642 is the value for the winsorized standard deviation for a standard normal distribution for 20% trimmed means. Thus, the rescaled winsorized variance is a consistent estimate of the population standard deviation . |
| 1.1.3.3. Trimmed mean differences not assuming homoscedasticity |
| The scaled robust statistic3,10,11,13: *Trimmed mean difference standardized by the squared root of the winsorized variance of the j-th group. Under normality, the value of this statistic will be equal to Glass’ . 0.642 is the value for the winsorized standard deviation for a standard normal distribution for 20% trimmed means. Thus, the rescaled winsorized variance is a consistent estimate of the population standard deviation* . |
| The robust d’ statistic10,11:  With being:  *Trimmed mean difference standardized by the square root of the unweighted mean of the two group’s winsorized sample variances.* |
| nonparametric methods |
| Nonparametric versions of Glass’ :  2,3,8  With being the proportion of members of one group (e.g. the control/baseline group) that lie below the “middle” of the other group (e.g. treatment group). Different definitions of the middle exist – one being the median.  With being the scores of the members of group a and being the scores of the members of group b.  An alternate nonparametric estimate of Glass *dG* can be attained if one has pre- and postscores from a 2-by-2 design – this method is advised if pre- and postscores are available8:  8  With being the proportion of individuals whose scores lie above a line through the graph origin of (,) and the point . This is the proportion of individuals in group a whose scores increased relatively more strongly from pre- to posttest than their counterparts in group b.  And with being the proportion of individuals in group b whose scores lie below the line through the graph origin of (, ) and the point . This is the proportion of individuals in group b whose scores increased relatively less strongly from pre- to posttest than their counterparts in group a.  With being the pretest scores of members of group a, being the pretest scores of members of group b, being the posttest scores of members of group a, and lastly being the posttest scores of members of group b.  When *n* is small or might be equal to 0 or 1. To avoid consequently extreme effect sizes is set to or respectively in such cases.  If the observations are independently normally distributed, these nonparametric effect sizes estimate their corresponding versions of Glass’ , i.e. and estimate , while and estimate . |
| Probability of Superiority based on Mann-Whitney2,3,19:    U is the number of wins of each element of group a against all possible elements of group b  ranging from 0 to 1.  Confidence interval based on Newcombe(2005) second method. |
| Generalized Odds ratio2,3,20:    Probability of superiority of group a compared to group b divided by the probability of superiority of group b compared to group a  Confidence Interval based on Browne et al., 2010  Question: How should ties in this context be handled? Both options(ignoring ties, counting them as 0.5 are implemented) |
| Dominance measure2,3,5:    Probability of superiority of group a compared to group b minus probability of group b compared to group a  Confidence interval based on Pratt‘s Method and the transformation formula: |
| Overlapping coefficient8:  Proportion of overlap relative to a single distribution  nonparametric estimation based on Schmid & Schmidt (2006):  1. Density estimation of the two distributions  2. Approximation of underlying function  3. Approximation of integral of minimum of both functions |
| U31:  Proportion of individuals in the group with the higher mean who exceed the median individual of the other group  nonparametric estimation:  Calculate exact value  1. Calculate means  2. Calculate amount of individuals in group of higher mean that exceed mean of other group  3. Determine proportion |
| Tail ratios1,22:   |  |  |  |  | | --- | --- | --- | --- | |  | Group a | Group b |  | | Tail region of interest |  |  |  | | Rest of the distribution |  |  |  | |  |  |  |  |   Proportion of members of group a relative to members of group b that can be found below/above a specified cut-off value, i.e. in the tail region of interest.  The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22. |
| Dependent groups |
| parametric methods |
| 2.1.1. Mean of difference scores standardized by the standard deviation of difference scores |
| Cohen’s 3,4,7,16: With **x** being the pre- and **y** being the posttreatment scores,  being the null-hypothesized mean of the difference scores (per default = 0),  and with being:  With N being the number of pairs. Mean of the difference scores standardized by the standard deviation of the difference scores. This statistic estimates the number of difference score standard deviations the mean of these difference scores lies from 0 (or more generally). This effect size has been developed for power analysis of a repeated measures t-test and many authors discourage its use as a population effect size estimate2,3,4. The reason being that the correlation between pre- and posttest scores influences the size of the standardizer and thus this correlation confounds the treatment effect. |
| Assuming normality and homoscedasticity |
| Cohen’s d (for dependent groups)2,3,410,15  With being  Since the number of pre and post measurement should be equal, can be written as:  In this case Cohen’s d will equal Cohen’s d’.  Mean difference standardized by the pooled standard deviation of the two measurements. serves as an estimate of a true common standard deviation of the measurements. Lakens4 refers to this effect size measure as :  With **x** being the pre- and **y** being the posttreatment scores.  Mean of difference scores standardized by the average of the pre- and posttreatment standard deviations. With equal sample variances and (as well as *d* in an independent groups design with the same values for groups means and standard deviations) will be identical. will be generally more similar to *d*, as long as the correlation between the two sets of measurements isn’t too high or low and sample variances are not too different. This effect size is biased – Hedges’ correction can be applied again:  With *df* being  Since the pretest and posttest measurements are pooled. |
| Adjusted Cohen’s d/d’/3:  Mean difference standardized by the pooled standard deviation of the two measurements – corrected for small sample bias. |
| Cohen’s 4,16:  With **x** being the pre- and **y** being the posttreatment scores,  *r* being the correlation between the two sets of measurements  being the null-hypothesized mean of the difference scores (per default = 0),  and with being:  With N being the number of pairs.  has an alternate formula:  Mean of difference scores standardized by the standard deviation of difference scores – controlled for the correlation between measurements. The correlation between the two sets of measurements influences the size of the standardizer of . With equal sample variances the mean difference is standardized by a value which is larger than the standardizer of an independent groups standardized mean difference by a factor of . This estimate is biased – Hedges’ correction can be applied:  With *df* being |
| Common Language Effect Size1:  Probability that a randomly picked individual from the group with the higher mean will outscore a randomly picked individual from the other group  parametric:    Φ(∙): normal cumulative distribution function (CDF)  confidence interval calculated with the same formula just with lower and upper ci of |d| |
| Overlapping coefficient: Proportion of overlap relative to a single distribution1:    Φ(∙): normal cumulative distribution function (CDF)  Quantify the proportion of the distribution area therefore ranges between 0 and 1. |
| OVL2: Proportion of overlap relative to the joint distributions1: |
| U1: Proportion of nonoverlap relative to the joint distribution, i.e. percentage of scores that do not overlap in the two distributions1: |
| U3: Proportion of individuals in the group with the higher mean who exceed the median individual of the other group1: |
| Probability of correct classification (PCC)1:  The probability that a that a randomly picked individual will be correctly classified    This method is only a good approximation if assumptions of normality and equality of variances/covariances are satisfied  The probability of success greatly depends on the statistical model used to perform the classification task. |
| Tail ratios1,22:  With *d* being the value of Cohen’s *d* (for dependent groups),  and *z* being the user selected number of (pooled) standard deviations.  Proportion of pretest scores relative to posttest scores (since *d* is defined as ) that can be found z pooled standard deviations away from the mean of the pretest scores.  The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22. |
| Assuming normality but not homoscedasticity |
| Glass’ (for dependent groups) 2,3, 10,15  Mean difference standardized by the standard deviation of either measurement. Since the variability is likely to increase after treatment, some authors advise using the standard deviation of the pre-treatment measurement, so as not to underestimate the effectiveness of the treatment2,3.  The positive bias of the estimate can be once again reduced3:  With df being |
| Variance ratio (*VR*)1:  Ranging from 0 to (theoretically) ∞. Often the group with the (usually) higher variation is placed in the numerator.  Sometimes a logarithmized version is employed:  The benefit of the log-transformed VR is that it is no longer bounded. A VR of 1 corresponds to a log VR of 0. A VR > 1 corresponds to log VR > 0 and a VR < 1 corresponds to a log VR < 0. Theoretically possible values range from -∞ to ∞ |
| Tail ratios1,22:  With *z* being the user selected number of standard deviations of the pretest scores.  Proportion of posttest scores relative to prestest scores that can be found z standard deviations away from the mean of the pretest scores. The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22. |
| Standardized difference effect sizes that are somewhat outlier resistant |
| 2.1.4.1 Trimmed mean differences assuming homoscedasticity |
| The scaled robust d statistic (for dependent groups) 10: With being the square root of the pooled winsorized variance:  Since the number of pre and post measurement should be equal, can be written as:  In this case will equal .  Trimmed mean difference standardized by the square root of the unweighted mean of the two group’s winsorized sample variances. |
| 2.1.4.2. Trimmed mean differences not assuming homoscedasticity |
| The scaled robust statistic (for dependent groups)3,10: Trimmed mean difference standardized by the squared root of the winsorized variance of the j-th group. |
| 2.1.4.3. Trimmed mean of difference scores standardized by the winsorized standard deviation of difference scores |
| The scaled robust statistic5: With **x** being the pre- and **y** being the posttreatment scores,  being the null-hypothesized mean of the difference scores (per default = 0),  and with being the winsorized standard deviation of the difference scores  *Trimmed Mean of the difference scores standardized by the winsorized standard deviation of the difference scores. This statistic estimates the number of winsorized difference score standard deviations the trimmed mean of these difference scores lies from 0 (or more generally).* |
| nonparametric methods |
| Nonparametric Glass’ \* (for dependent groups)8,9:  With being the proportion of pretreatment measurements that are lower than the median posttreatment measurement.  Either the median of all **y** values are considered or the median of specific **y** values – like the median of the posttreatment measures of those individuals whose pretreatment score was equal to either the median of all pretreatment scores or to the score one unit above or below this media9.  Alternatively, one could look at:  With being the proportion of posttreatment scores that lie above the median of the pretreatment measurements.  When *n* is small might be equal to 0 or 1. To avoid consequently extreme effect sizes is set to or respectively in such cases.  If the observations are independently normally distributed, these nonparametric statistics estimates Glass’ , i.e. estimates , and estimates . |
| Nonparametric Cohen’s dz8:With being the proportion of individuals whose scores increase from pretest to posttest: If ties between pre- and posttest scores are present, each tie should be counted as half an observation in each direction (**y** > **x** & **y** < **x**).  If the scores are normally distributed this statistic estimates Cohen’s *dz*. |
| Probability of superiority for independent groups2,3,5:    w is the number of wins of each subject of one condition/time  Confidence Interval based on Pratt‘s confidence interval in Wilcox5. |
| Generalized Odds ratio2,3,20:    Probability of superiority of group a compared to group b divided by the probability of superiority of group b compared to group a  Confidence Interval based on Browne et al., 2010  Question: How should ties in this context be handled? Both options (ignoring ties, counting them as 0.5 are implemented) |
| Dominance measure2,3,5:    Probability of superiority of group a compared to group b minus probability of group b compared to group a  Confidence interval based on Pratt‘s Method and the transformation formula: |
| Overlapping coefficient8:  Proportion of overlap relative to a single distribution  nonparametric estimation based on Schmid & Schmidt (2006):  1. Density estimation of the two distributions  2. Approximation of underlying function  3. Approximation of integral of minimum of both functions |
| U31:  Proportion of individuals in the group with the higher mean who exceed the median individual of the other group  nonparametric estimation:  Calculate exact value  1. Calculate means  2. Calculate number of individuals in group of higher mean that exceed mean of other group  3. Determine proportion |
| Tail ratios1,22:   |  |  |  |  | | --- | --- | --- | --- | |  | Posttest scores | Pretest scores |  | | Tail region of interest |  |  |  | | Rest of the distribution |  |  |  | |  |  |  |  |   Proportion of posttest scores relative to pretest scores that can be found below/above a specified cut-off value, i.e. in the tail region of interest.  The tail ratio can also be reported on a logarithmic scale – this is recommended to ensure comparibility22. |
| Pretest-posttest control-group designs |
| parametric methods |
| Standardized mean change difference 16,18: With being the pre- and being the posttreatment scores of groups a and b,  being the null-hypothesized mean of the difference scores (per default = 0),  and with being:  With N being the number of pairs.  Difference between the standardized mean change scores of groups a and b. Some authors consider the standardized mean change scores and thus the difference between them biased. Using the standard deviation of the difference scores as an effect size standardizer confounds the treatment effects with the correlation between pre- and posttest scores. |
| 3,16,17: Difference between the standardized mean change for groups a and b. The mean change is standardized by the standard deviation of the pretest scores. The individual standardized mean changes have a positive bias, which can be corrected for:  With being  Using the standard deviation of the pretest scores assures that in the case of an increased variance of posttest scores due to treatment the population effect size does not get underestimated. |
| 3,17: With being the pooled pretreatment standard deviation  Difference between the mean change for groups a and b. Homoscedasticity is assumed between (at least) the pretreatment measurements. In case of homoscedasticity the pooled standard deviation is a better estimate of the common population standard deviation. As a consequence of pooling, the sampling variance of this effect size estimate is smaller than that of . The positive bias of the estimate can be alliveated  With *df* being  Using the pooled standard deviation of the pretest scores assures that in the case of an increased variance of posttest scores due to treatment the population effect size does not get underestimated. |
| 3,17: With being the pooled standard deviation  Difference between the mean change for groups a and b standardized by the pooled standard deviation. Homoscedasticity is assumed between pre- and posttest scores for both populations. In case of homoscedasticity the pooled standard deviation is a better estimate of the common population standard deviation. Pooling all four sample variances results in a slight reduction of the sampling variance of the effect size estimate compared to .  This estimate will also have a positive bias, but an exact correction is not known, since pre- and posttest scores are dependent. Thus, while applying the usual correction is better than nothing, the bias will likely be underestimated, especially if pre- and posttest scores are highly correlated. In this case, the amount of information gained by pooling dependent pre- and posttest scores will be less than if the groups were independent.  With *df* being  Further, if homoscedasticity between pre- and posttest is not given due to an increased variability of posttest scores as a result of the treatment, this statistic would estimate an effect size that is different from the one it is assumed to estimate. |
| nonparametric methods |
| Nonparametric standardized mean change difference 8:With being the proportion of individuals whose scores increase from pretest to posttest in groups a and b: If ties between pre- and posttest scores are present, each tie should be counted as half an observation in each direction ( > & < ).  If the scores are normally distributed this statistic estimates the standardized mean change difference. |
| Nonparametric 8: With being the proportion of pretreatment measurements that are lower than the median posttreatment measurement.  Either the median of all values are considered or the median of specific values – like the median of the posttreatment measures of those individuals whose pretreatment score was equal to either the median of all pretreatment scores or to the score one unit above or below this media9.  When observations are independently normally distributed this statistic estimates . |
| Nonparametric alternative to 8: With being the proportion of posttreatment scores that lie above the median of the pretreatment measurements.  When observations are independently normally distributed this statistic estimates . |
| Miscellaneous |
| 4.1 The counternull value of an effect sizes |
| The counternull effect size:2,3  When null-hypothesized value of (the population effect size) equals zero:  The counternull interval: |
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